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Welcome

Edit on GitHub
Welcome to Prisma Cloud Compute Edition.

Prisma Cloud Compute is a cloud workload protection platform (CWPP) for the modern era. It
offers holistic protection for hosts, containers, and serverless deployments in any cloud, and
across the software lifecycle. Prisma Cloud Compute is cloud-native and API-enabled. It can
protect all your workloads, regardless of their underlying compute technology or the cloud in
which they run.

o Releases

o Getting started

e Product architecture

e Support lifecycle

e Security Assurance Policy on Prisma Cloud Compute
e Licensing

e Prisma Cloud Enterprise Edition vs Compute Edition

e Utilities and plugins

29


https://github.com/PaloAltoNetworks/prisma-cloud-docs/blob/master/compute/admin_guide/welcome/welcome.adoc

Welcome

Releases
Edit on GitHub

In general, you should stay on the latest major release unless you require a feature or fix from a
subsequent maintenance release. We recommend that you upgrade to new major releases as they
become available. For more information, see the Prisma Cloud support lifecycle.

The bell icon in Console automatically notifies you when new releases are available:

Containers  Learning  Vulnerabilities

5 (]
Twistlock o 0 1052 (803 @ Selected project: Central Conscle ? ‘ ﬁ @ Deployed Defender:
Version 18.11.96 is now available ° @ BT
© Host Defenders
Radar . E] o Serverless Defen

Defend » [

Fi
e’ Number of incidents

Monitor v ® * [} K A

Downloading the software

Download the software from the Palo Alto Networks Customer Support portal.

If you don’t see Prisma Cloud Compute Edition in the drop-down list, contact customer
support. They'll send you a direct link to the download. We are currently working on fixing
all accounts that have this issue.

STEP 1| Loginto the Customer Support portal.

STEP 2| Go to Updates > Software Updates.
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STEP 3| From the drop-down list, select Prisma Cloud Compute Edition. All releases available for
download are displayed.

stomer Support

Software Updates

Please Select:

Prisma Cloud Compute Edition

VERSION RELEASE DATE ~ RELEASE NOTES DOWNLOAD

Prisma-Cloud-Compute-Edition-Release-Notes-20-09-
2009.365 10/23/2020 ona--OUAT-OMPULETEAIHon-REIease-Notes prisma_cloud_compute_edition_20 C
Updatel.pdf

20.09.345 09/17/2020  Prisma-Cloud-Compute-Edition-Release-Notes-20-09.pdf prisma_cloud_compute_edition_20_C

Prisma-Cloud-Compute-Edition-Release-Notes-20-04-
2004177 06/15/2020 e -OUAT-OMPULETECIHON-REICase-Notes prisma_cloud_compute_edition_20 C
Update2.pdf

Prisma-Cloud-Compute-Edition-Release-Notes-20-04-
2004169 05/14/2020 o nar-ioudr-ompUterEaiionTReieaserivotes prisma_cloud_compute_edition_20 C
Updatel.pdf

20.04.163 04/06/2020 Prisma-Cloud-Compute-Edition-Release-Notes-20-04.pdf prisma_cloud_compute_edition_20_C

Prisma-Cloud-Compute-Edition-Release-Notes-19-11-

19.11.512 01/28/2020
Update2.pdf

prisma_cloud_compute_edition_19_1

Downloading the software programmatically

Besides hosting the download on the Customer Support Portal, we also support programmatic
download (e.g., curl, wget) of the release directly from our CDN. The link to the tarball is published
in the release notes.

If you don’t see Prisma Cloud Compute Edition in the drop-down list, contact customer
support. They’'ll send you a direct link to the download. We are currently working on fixing
all accounts that have this issue.
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STEP 1| Loginto the Customer Support portal.
STEP 2| Go to Updates > Software Updates.

STEP 3| From the drop-down list, select Prisma Cloud Compute Edition. All releases available for
download are displayed.

STEP 4| Open the releases notes PDF.

RELEASE DATE RELEASE NOTES DOWNLOAD
Prisma-Cloud-Compute-Edition-Release-Notes-20-09-

10/23/2020 I < R = prisma_cloud_compute_edition_20_09_365.tar.gz
Updatel.pdf

09/17/2020  Prisma-Cloud-Compute-Edition-Release-Notes-20-09.pdf prisma_cloud_compute_edition_20_09_345.tar.gz

Prisma-Cloud-Compute-Edition-Release-Notes-20-04-

06/15/2020 prisma_cloud_compute_edition_20_04_177 tar.gz

Update2.pdf

STEP 5| Scroll down to the release information to get the link.

20.09 Update 1 Release Notes

This section lists the issues addressed in this release.

Besides hosting the download on the Palo Alto Networks Customer Support Portal, we also support
programmatic download (e.g., curl, wget) of the release directly from our CDN:

https://<LINK>

Improvements, fixes, and performance enhancements

+ Adds support for running any minor version of Defender within a major release. In other words, given
a major version of Console, Prisma Cloud supports all minor versions of Defender. For example, if

Open source components

Prisma Cloud includes various open source components, which may change between releases.
Before installing Prisma Cloud, review the components and licenses listed in twistlock-oss-
licenses.pdf. This document is included with every release tarball. Changes to components or
licenses between releases are highlighted.
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A full listing of the open source software and their licenses is also embedded in the Defender
image. For example, to extract the listing from Defender running in a Kubernetes cluster, use the
following command:

kubectl exec -ti -n twistlock <DEFENDER POD> -- cat /usr/local/bin/
prisma-oss-licenses.txt

Code names

We often use code names when referring to upcoming releases. They're convenient to use in
roadmap presentations and other forward-looking communications. Code names tend to persist
even after a release ships.

Version to code name mapping
Version numbers indicate the date a release first shipped, along with the build number, as follows:
<YY>.<MM>.<BUILD-NUMBER>
For example, 22.01.840 is the Joule release, which first shipped in January, 2022.

The following table maps versions to code names. The table is sorted from newest (top) to oldest

release.

TBD(slated to ship in H1Y22) Lagrange
22.06.XXX Kepler
22.01.XXX Joule
21.08.XXX Iverson
21.04.XXX Hamilton
20.12.XXX Galileo
20.09.XXX Fermat
20.04.XXX Euler
19.11.XXX Dirac
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Getting started

Edit on GitHub

Welcome to the Prisma Cloud product documentation site. Start exploring how our technology
can secure your environment.

Preinstall check

Ensure your environment meets the minimum system requirements.

Install the software

Download the latest Prisma Cloud release to your Prisma Cloud Console server or cluster
controller. Then install Prisma Cloud using one of the dedicated guides.

Register your license key

Open a browser and navigate to the Prisma Cloud Console. Create an initial admin user, then
enter your license key.

Your Prisma Cloud Console is available on https://<consoleServer>:8083

Install a test application

Use your own app or check out the Sock Shop.

Explore Prisma Cloud’s core features

The following articles will get you started with Prisma Cloud'’s core features:
e Scan and monitor Docker registries

e Review image scan reports

e Create compliance rules

e Create vulnerability rules

e Learn about runtime protection

e Set up a cloud native application firewall

e Set up connection monitoring and enforcement
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Product architecture

Edit on GitHub

Prisma Cloud offers a rich set of cloud workload protection capabilities. Collectively, these
features are called Compute. Compute has a dedicated management interface, called Compute
Console, that can be accessed in one of two ways, depending on the product you have.

e Prisma Cloud Enterprise Edition — Hosted by Palo Alto Networks. Prisma Cloud Enterprise
Edition is a SaaS offering. It includes both the Cloud Security Posture Management (CSPM) and
Cloud Workload Protection Platform (CWPP) modules. Access the Compute Console, which
contains the CWPP module, from the Compute tab in the Prisma Cloud UI.

e Prisma Cloud Compute Edition - Hosted by you in your environment. Prisma Cloud Compute
Edition is a self-hosted offering that's deployed and managed by you. It includes the Cloud
Workload Protection Platform (CWPP) module only. Download the Prisma Cloud Compute
Edition software from the Palo Alto Networks Customer Support Portal. Compute Console
is delivered as a container image, so you can run it on any host with a container runtime (e.g.

Docker Engine).

The following table summarizes the differences between the two offerings:

Capabilities

Prisma Cloud Enterprise Edition

Prisma Cloud Compute Edition

Management Hosted by Palo Alto Networks Deployed and managed by you in
interface (SaaS). your environment (self-hosted).
Modules CSPM and CWPP. CWPP only.

Security agents Deployed and managed by you. Deployed and managed by you.
User Configure single sign-on in Prisma Configure single sign-on in Prisma
management Cloud. Cloud Compute Edition. Compute

Console exposes additional views
for Active Directory and SAML
integration when it's run in self-
hosted mode.

Multi-tenancy

Supported by Palo Alto Networks
Hub.

Supported by a feature called
Projects. Projects is enabled in
Compute Edition only. It's disabled
in Enterprise Edition.

Accessing Compute in Prisma Cloud Enterprise Edition

In Prisma Cloud, click the Compute tab to access Compute Console. Think of Prisma Cloud as the
outer management interface, and Compute Console as the inner management interface.

To access the Compute Console Ul, users must have the Prisma Cloud (outer management
interface) System Admin role. Access is denied to users with any other role.
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The following screenshot shows the Prisma Cloud Ul, or the so-called outer management
interface. It can be accessed directly from the Internet. The format of the URL is:

https://app<opt-num>.<opt-region>.prismacloud.io

]

ladar

efend ~
Dashboard
Runtime
Yulnerabilives
Compliance

ACDESS

Vonitor «

Firewally
Ruritirme
Vulnerabilities
Compliance

Acrcess

Aanage «
Wiew Logs
Defenders
Alerts
Collections
Avthentication

Siyslem

o Radar

giﬁ
P ooy

.o 4 5®®

o P _cﬁ

o
Ea 1 ey '

Q‘ 00

1|+ [§

Selected bode
® Time' 2018-03-18 07:32

@ Trend amount of incidents

& Summary for the last 24 hours

(127}
@ )
@ serveriess defencer
o [ 4 P
Images
' 4
. Hosts
I o XY «
Containers

i Gathwering indtial stats, which takes about a day

The following screenshot shows Prisma Cloud with the Compute Console open. Compute Console
is the so-called inner management interface. Compute Console’s GUI cannot be directly addressed
in the browser. It can only be opened from within the Prisma Cloud Ul. It's important to make the
distinction between the inner and outer interfaces because a number of of Compute components
directly address the inner interface, namely:

e Defender, for Defender to Compute Console connectivity.

e twistcli

e Jenkins plugin
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e Compute API
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You can find the address of Compute Console in Prisma Cloud under Compute > Manage >
System > Utilities. The address for Compute Console has the following format:

https://<region>.cloud.twistlock.com/<customer>

Accessing Compute in Prisma Cloud Compute Edition

In Compute Edition, Palo Alto Networks gives you the management interface to run in your
environment. In this setup, you deploy Compute Console directly. There's no outer or inner
interface; there’s just a single interface, and it's Compute Console. Compute Console’s address,
whether an IP address or DNS name, is used for all interactions, namely:

e GUI access from a web browser.
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Defender to Compute Console connectivity.

twistcli

Jenkins plugin
Compute API
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Support lifecycle

Edit on GitHub

Because the container ecosystem is rapidly evolving, understanding supportability policies is an
important part of keeping your environment supportable and secure. This article describes not

only the support policy for Prisma Cloud itself, but also for other software you may integrate it
with.

You can always find the most up to date information on available releases on the Releases page.

Definitions

e Major Releases (X.Y.z) --

Include significant new features and changes. These are also known as 'milestones' and include
significant new functionality; they are released approximately every four months and include
all applicable fixes made in previous releases. These are known by versions such as "20.12" and
"21.04".

e Maintenance Releases (x.y.Z) --

Also known as 'updates’, these are released to correct specific problems in previous releases.
They incorporate all applicable defect corrections made in prior Maintenance Releases. These
are known by versions such as "21.04 Update 2".

e End of Life (EOL) --

Versions that are no longer supported by Prisma Cloud. Updating to a later version is
recommended.

e Support --

Includes not only resolution of technical issues through interactive assistance, but also fixes
delivered in maintenance releases to correct problems.

Prisma Cloud supported versions policy

Prisma Cloud has an 'n-2' support policy that means the current release ('n') and the previous two
releases ('n-1' and 'n-2') receive support.

Note that in some cases, resolution of a problem in the n-1 or n-2 version may require upgrading
to a current build. Prisma Cloud will make commercially reasonable efforts to work with
customers that require porting fixes back to the n-1 or n-2 versions, but sometimes architectural
changes are significant enough between versions that this is practically impossible without making
the n-1 or n-2 versions essentially the same as the n version.

There will be version-specific APl endpoints. With API versioning, as your Console is upgraded to
newer versions, you can continue to use older versioned APIs with stability and migrate to newer
version APIs at your convenience within the n-2 support lifecycle. As a best practice, update
your scripts to use the version-specific APl endpoints to ensure that your implementation is fully
supported. For the version-specific APIs, you will have access to the API Reference and Release
Notes documentation for changes or updates that may impact you.
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Third party software

Customers use a diverse set of technologies in the environments that Prisma Cloud Compute
protects, including host operating systems, orchestrators, registries, and container runtimes.

As the vendors and projects responsible for these technologies evolve them, newly introduced
versions and deprecated older versions can impact the scope of what Prisma Cloud supports. For
example, Prisma Cloud cannot effectively support third-party software that the vendor (or project)
itself no longer supports. Conversely, as new versions of 3rd party software are released, Prisma
Cloud must comprehensively test them to be able to provide official support for them.

For each major and maintenance release of Prisma Cloud Compute, we begin testing by evaluating
the versions of 3rd party software we list as officially supported in our system requirements.
When new supported versions of this software are available, we perform our testing for the
release using them. For example, if Red Hat were to release a new version of OpenShift before
we begin testing an upcoming Prisma Cloud release, we'll include that new OpenShift release in
our testing. If the new version of OpenShift is released after we've begun our testing, we'll instead
do this validation in the subsequent Prisma Cloud release. Depending on where we are in the
development cycle, this next release may be a maintenance release or the next major release.
Typically, new 3rd party releases can be supported with no or minor changes in Prisma Cloud.
However, there may be circumstances where a new version of 3rd party software introduces
significant breaking changes that require more significant work within Prisma Cloud to maintain
compatibility. In these cases, we'll update the system requirements page to clearly note this and
will communicate a roadmap for supporting this software in a later release of Prisma Cloud.

While Prisma Cloud does not actively prevent interoperability with unsupported software, with
each release we evaluate the versions of software supported by vendors and projects. As older
versions are deprecated, Prisma Cloud support will similarly deprecate support for them as well.
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Security Assurance Policy on Prisma Cloud Compute
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Prisma Cloud adheres to the guidelines outlined in the Palo Alto Networks Product Security
Assurance Policy.

In accordance with this policy, Prisma Cloud Compute may have security releases outside of the
regular release schedule.

Security releases are used for the sole purpose of remediating vulnerabilities that affect Prisma
Cloud Compute, whether in its codebase or its dependencies.

We frequently analyze new vulnerabilities between releases to determine if any issue warrants
a security release before the next scheduled release. This section outlines which issues are
addressed in security releases.

With each new release of Prisma Cloud Compute, software dependencies are kept up-to-date to
eliminate any known and confirmed vulnerabilities in third-party dependencies.

When new vulnerabilities are discovered in Prisma Cloud Compute dependencies after an official
release, these vulnerabilities are addressed in the newer releases with the exceptions noted
below.

Therefore, as a best practice, always upgrade to the latest release of Prisma Cloud Compute.

Vulnerability Triage

New releases of Prisma Cloud Compute are signed off with up-to-date dependencies.
Vulnerabilities that meet the below criteria are analyzed between releases:

Vulnerabilities Analyzed

¢ Any vulnerability with severity high and above, regardless of having a fix or not.

¢ Any vulnerability with moderate severity when a fix is available.

Vulnerabilities Not Analyzed

¢ Any vulnerability with severity lower than high that does not have an existing fix.

¢ Any vulnerability with severity low or unimportant.

Exceptions

We also review vulnerabilities of any other severity when there is a known exploit or proof-of-
concept that is affects Prisma Cloud Compute. Including product vulnerabilities identified during
development, reported by customers or third-party researchers. To report a vulnerability in Prisma
Cloud Compute, submit the vulnerability details to our PSIRT team.

Frequently Asked Questions
¢ Which Prisma Cloud Compute releases receive security updates?

Prisma Cloud has an 'n-2' support policy that means the current release ('n') and the previous
two releases ('n-1' and 'n-2') receive support. Security fixes will be backported only for supported
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releases. End of Life (EOL) releases will not receive security fixes. For more information, see
support lifecycle.

Are security fixes provided for both Prisma Cloud Enterprise and Compute editions?
Yes, security vulnerabilities are addressed in both the editions.
Do | have to upgrade my console/defender to get security updates?

If security fixes are released, you may be required to upgrade either or both the Console and
Defender. We recommend that all security releases are adopted immediately. For the full details
of which vulnerabilities were fixed in a release, refer to the

release notes.

What is the minimum severity for vulnerabilities to warrant a security release?
See triage criteria above.

What is the frequency of security releases for Prisma Cloud Compute?

There is no schedule for security releases. Security releases happens anytime a new vulnerability
that meets the criteria outlined above is discovered in Prisma Cloud Compute.

Where do you take information on severity and fix details when triaging?

Console and Defender images are based on Red Hat Universal Base Images. For known
vulnerabilities that are assigned a CVE identifier, we rely on severity ratings and fixes released
by Red Hat. For zero-days or undocumented vulnerabilities (such as PRISMA-IDs), we rely on
severity determined by our researchers.

A new vulnerability is affecting Prisma Cloud Compute, but a security release was not issued. If
the vulnerability affects the latest release, meets the criteria for a security release outlined above,
but it has not yet been addressed: please report it through to Palo Alto Networks Support or to
PSIRT.
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Licensing

Edit on GitHub

You must procure a license for each resource that Prisma Cloud protects and renew the license
before the expiry term.

Licensing on Prisma Cloud uses a metering system based on credits used, and both Prisma Cloud
Enterprise Edition (SaaS) and Prisma Cloud Compute Edition (self-hosted) are licensed with the
same credits metering system.

Prisma Cloud Compute protects your hosts, containers, and serverless functions using a security
agent called Defender, and using an agentless method. The number of credits you consume
directly correlates with the type and mix of Defenders you deploy and the agentless security
option.

Prisma Cloud also offers twistcli, a command-line configuration tool for which there is no
additional credit usage. The credit usage is for the resources that are being protected using an
agent or an agentless method.

Resource Credits per resource | What's counted?
Hosts that don’t run containers 1 credit Host Defender
Hosts.that are being scanned by Agentless 1 credit Host Agentless scan
scanning

Hosts that run containers 7 credits Container Defender
Hosts that run applications 7 credits Tanzu Application

Service Defender

On-demand containers (such as AWS Fargate, | 1 credits App-Embedded
Google Cloud Run) Defender
Serverless functions (such as AWS Lambda, 1 credits per 6 Defended functions:
Azure Functions, Google Cloud Functions) defended functions

e Functions (only
latest version)
with a Serverless
Defender -
including Runtime
& WAAS

e Functions scanned
for vulnerabilities
and compliance
(only latest
version)
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Resource Credits per resource | What's counted?

Web Application and API Security (WAAS) 30 credits per o Host Defender
Defender agent

. . e Container
associated with

Defender
protected web-
application nodes e App-Embedded
(container/pod/host/ Defender

ApplID)

Defender types

The type of Defender you deploy depends on the resource you're securing.

e Host Defender — Secures legacy hosts (Linux or Windows) that don’t run containers.

¢ Container Defender — Secures hosts (Linux or Windows) that run containers. These types of
hosts have a container runtime installed, such as Docker Engine or CRI-O. Container Defender
protects both the underlying host and any containers it runs, and the license (7 credits) includes
coverage for both. A container host consumes 7 credits whether it runs one container or a
hundred containers.

e Container Defender - App Embedded — Secures containers which are run by a managed
service, where the service provider maintains all infrastructure required to run the container,
including the underlying host and container runtime. For this type of deployment, a Container
App Embedded Defender is embedded into each container to be secured.

e Serverless Defender — Secures serverless functions. For this type of deployment, a Serverless
Defender is embedded into each function to be secured.

Workload fluctuation

Prisma Cloud Compute Defenders are licensed on the honor system. License limits are not 'hard-
enforced'. If you exceed your license count, Palo Alto Networks will notify you with a prominent
banner at the top of the Prisma Cloud Ul, but will neither disable any security functions nor
prevent the deployment of additional Defenders. Protection is only disabled when your license
expires.

Credit consumption is measured using a 30 day rolling average. To determine if you're within your
licensed coverage, the rolling average is compared to the number of credits in your license.

Prisma Cloud samples the number of protected nodes hourly, then creates a daily average
based on these samples. The preceding 30 daily averages are averaged to determine the credit
consumption. If there is less than 30 days of data available, the average is calculated using the
days available.

Example: Assume you've licensed 700 credits to cover 100 container hosts, and usage fluctuates
from week to week:

Nov 1-7: Lower demand, uses 90 nodes (630 credits) Nov 8-15: Uses 100 nodes (700 credits) Nov
16-22: Uses 100 nodes (700 credits) Nov 23-30: High demand, uses 110 nodes (770 credits)

Even though you used 770 credits for a short period of time, you're still properly licensed because
the 30 day rolling average is 700:
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(630 + 700 + 700 + 770) / 4 = 700 credits

Example scenarios

For hosts and containers, the number of credits you need to procure depends on the number of
Defenders you intend to deploy.

Example: Assume you have a Kubernetes cluster with 100 nodes (hosts). You deploy a Container
Defender to each node. You would procure a license with 700 credits:

100 container hosts * 7 credits per container host = 700 credits

Serverless functions are licensed based on the number of defended functions, and averaged over
the period of a month. Every 6 defended functions count as 1 credit. A defended function is either
(a) a function with a Serverless Defender embedded or (b) a function scanned for vulnerabilities
and compliance.

Example: Assume you have 180 functions, 180 functions are scanned for vulnerabilities and
compliance while only 80 functions are defended in runtime (i.e., have a Serverless Defender
embedded). Since we count each function only once:

180 defended functions / 6 credits per defended function = 30 credits

Example: Assume you have a web application running over 50 containers in a 5 node cluster. The
containers running the images protected by WAAS rules are running on 2 out of the 5 nodes. You
would procure a license with 60 credits.

2 Defenders protected nodes with WAAS protected containers * 30 credits per Defender = 60
credits
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Prisma Cloud Enterprise Edition vs Compute Edition
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This article describes the key differences between Compute in Prisma Cloud Enterprise Edition
and Prisma Cloud Compute Edition. Use this guide to determine which option is right for you.

sma Cloud Compute - Deployment Options

Enterprise ,

Core feature set Identical

ENTERPRISE
EDITION*

SAAS What does it .
protect? Hosts, containers, serverles
¢ . Same Features Where can it Any cloud, including your o\
Same Security Standards protect? datacenter

Identical (by workload)

e

COMPUTE
EDITION Who runs the Palo Alto

el Youd

SELF-HOSTED

Console? Networks

Who runs the

You do
CLOUD ENTERPRISE EDITION includes CSPM capabilities Defenders?

ke visibility, compliance, governance, and more..

How is Compute delivered?

Compute is delivered in one of two packages:

e Prisma Cloud Enterprise Edition (SaaS)— Single pane of glass for both CSPM (Cloud Security
Posture Management) & CWPP (Cloud Workload Protection Platform). Compute (formerly
Twistlock, a CWPP solution) is delivered as part of the larger Prisma Cloud system. Palo Alto
Networks runs, manages, and updates Compute Console for you. You deploy and manage
Defenders in your environment. You access the Compute Console from a tab within the Prisma
Cloud user interface.
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¢ Prisma Cloud Compute Edition (self-hosted) — Stand-alone, self-operated version of Compute
(formerly Twistlock). Download the entire software suite, and run it in any environment. You
deploy and manage both Console and Defenders.

What are the similarities between editions?

Both Enterprise Edition (SaaS) and Compute Edition (self-hosted) are built on the same source
base. The Console container image we run for you in Enterprise Edition is the exact same
container image we give to you in Compute Edition to run in your environment. We are
committed to supporting and developing both versions without any feature divergence.

When should you use Enterprise Edition?

Prisma Cloud Enterprise Edition is a good choice when:

¢ You want a single platform that protects both the service plane (public cloud resource
configuration) and the compute plane.

e You want convenience. We manage your Console for you. We update it for you. You get a
99.9% uptime SLA.

When should you use Compute Edition?

Prisma Cloud Compute Edition is a good choice when:

e You want full control over your data.
e You're operating in an air-gapped environment.

¢ You want to implement enterprise-grade multi-tenancy with one Console per tenant. For multi-
tenancy, Compute Edition offers a feature called Projects.

What advantages does Prisma Cloud Enterprise Edition offer over
Compute Edition?

When the Prisma Cloud CSPM and CWPP tools work together, Palo Alto Networks can offer
economies of scale by sharing data (so called "data overlays"). The Prisma Cloud CSPM tool has
always offered the ability to integrate with third party scanners, such as Tenable, to supplement
configuration assessments with host vulnerability data. Starting with the Nov 2019 release of
Enterprise Edition, the CSPM tool can utilize the host vulnerability data Compute Defender
collects as part of its regular scans. Customers that have already licensed one workload for a
host can leverage that single workload for configuration assessments by the CSPM tool, host
vulnerability scanning (via Compute Defender), and host runtime protection (via Compute
Defender).

Customers can expect additional "data overlays" in future releases, including better ways to gauge
security posture with combined dashboards.
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What are the differences between Prisma Cloud Enterprise Edition
and Compute Edition?

There are a handful of differences between Enterprise Edition and Compute Edition. Consider
these differences when deciding which edition is right for you.

Projects:

There is no support for Compute projects in the Prisma Cloud Enterprise Edition (PCEE).
However, Enterprise Edition (EE) does offer alternatives that support Project’s primary use cases.

The use case for projects is isolation, where each team has a dedicated Console so that other
teams can’t see each other’s data. Prisma Cloud EE supports isolation with multiple independent
Prisma Cloud tenants, one per team, with one Compute Console per tenant. Within a single PCEE
tenant, Compute Console also offers isolation to data access based on cloud account filtering.

Contact Customer Success to create multiple tenants. Note that the license count shown in the
Prisma Cloud Ul is per tenant, not the aggregate across multiple tenants.

If you want to control tenant deployments yourself, use Compute Edition.

Syslog:

e Prisma Cloud Enterprise Edition Consoles do not emit syslog events for customer consumption.
Since we operate the Console service for you, we monitor Console on your behalf.

e Prisma Cloud Enterprise Edition Defenders still emit syslog events that you can ingest. Syslog
messages from Defender cover runtime and firewall events. For more details, see the article on
logging.

User management:

¢ In Prisma Cloud Enterprise Edition, user and group management, as well as auth, is handled by
the outer Prisma Cloud app in Enterprise Edition.

e As such, Compute Console in SaaS mode disables AD, OpenLDAP, and SAML integration in the
Compute tab.

¢ In Prisma Cloud Enterprise Edition, you can assign roles to users to control their level of access
to Prisma Cloud. These roles are mapped to Compute roles internally.

e For the CI/CD use case (i.e. using the Jenkins plugin or twistcli to scan images in the ClI/CD
pipeline), there’'s a new permission group called "Build and Deploy Security".

Assigned Collections:

e Prisma Cloud Enterprise Edition supports this via Resource Lists feature. Read more about
assigning roles.

How do Defender upgrades work?

Upgrades work a little differently in each edition.

¢ Prisma Cloud Enterprise Edition (SaaS) — Consoles are automatically upgraded by PANW with
notification posted in our status page at least 2 weeks in advance of upgrade. For more details,
please refer to this article. Auto-upgrade function for Defenders is always turned ON ensuring
that Defenders stay compatible with Console in each release.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 48 ©2023 Palo Alto Networks, Inc.
(EoL)


https://docs.paloaltonetworks.com/prisma/prisma-cloud/prisma-cloud-admin-compute/upgrade/upgrade_process_saas

Welcome

¢ Prisma Cloud Compute Edition (self-hosted) — You fully control the upgrade process. When an
upgrade is available, customers are notified via the bell icon in Console. Clicking on it directs
you to the latest software download. Deploy the new version of Console first, then manually
upgrade all of your deployed Defenders.

Can you migrate from Compute Edition to Enterprise Edition
(SaaS)?

Yes.
See Migrate to SaaS.

Summary

The following table summarizes the key differences between Enterprise Edition (SaaS) and
Compute Edition (self-hosted). For gaps, we provide a date we intend to deliver a solution.

Capability Compute Saa$S support

Projects If you need Projects, use
Compute Edition. Projects
will not be ported to Prisma
Cloud Enterprise Edition.

Syslog Supported for Defenders
only.
User management Available centrally in the

platform for Prisma Cloud
Enterprise Edition.

Assigned collections Available via Resource Lists
Defender backward compatibility Yes
Compute Edition to Enterprise Edition migration Available - Must go through

Customer Success team.
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Utilities and plugins
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All Prisma Cloud utilities and plugins can be downloaded directly from the Console Ul They are
also bundled with the release tarball you download from the Customer Support Portal

To download the utilities from Prisma Cloud Console, go to Manage > System > Utilities. From
there, you can download:

e Jenkins plugin.
e Linux Container Defender image.

e twistcli for Linux, macOS, and Windows.
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Install
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Prisma Cloud can be deployed to almost any environment. The guides in this section show you
how to deploy Prisma Cloud to a variety of on-prem and public cloud environments.

e Getting started

e System Requirements

e Prisma Cloud container images

e Onebox

e Kubernetes

e OpenShift v4

e Console on Fargate

e Amazon ECS

e Alibaba Cloud Container Service for Kubernetes (ACK)
e Azure Kubernetes Service (AKS)

e Amazon Elastic Kubernetes Service (EKS)

e Google Kubernetes Engine (GKE)

e Google Kubernetes Engine (GKE) Autopilot
e |IBM Kubernetes Service (IKS)

e Windows

e Defender types

e Cluster Context

¢ |[nstall Defender
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Getting started
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Prisma Cloud software consists of two components: Console and Defender. Install Prisma Cloud
in two steps. First, install Console. Then install Defender.

Console is Prisma Cloud’s management interface. It lets you define policy and monitor your
environment. Console is delivered as a container image.

Defender protects your environment according to the policies set in Console. There are a number
of Defender types, each designed to protect a specific resource type.

Install one Console per environment. Here, environment is loosely defined because the scope
differs from organization to organization. Some will run a single instance of Console for their
entire environment. Others will run an instance of Console for each of their prod, staging, and dev
environments. Prisma Cloud supports virtually any topology.

The primary concern for most customers getting started with Prisma Cloud is securing their
container environment. To do this, install Container Defender on every host that runs containers.
Container orchestrators typically provide native capabilities for deploying an agent, such as
Defender, to every node in the cluster. Prisma Cloud leverages these capabilities to install
Defender. For example, Kubernetes and OpenShift, offer DaemonSets, which guarantee that

an agent runs on every node in the cluster. Prisma Cloud Defender, therefore, is deployed in
Kubernetes and OpenShift clusters as a DaemonSet.

In this section, you'll find dedicated install guides for all popular container platforms. Each guide
shows how to install Prisma Cloud for that given platform.

As you adopt other cloud-native technologies, Prisma Cloud can be extended to protect those
environments too. Deploy the Defender type best suited for the job. For example, today you
might use Amazon EKS (Kubernetes) clusters to run your apps. This part of your environment
would be protected by Container Defender. Later you might adopt AWS Lambda functions. This
part of your environment would be secured by Serverless Defender. Extending Prisma Cloud to
protect other types of cloud-native technologies calls for deploying the right Defender type.
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<

Twistlock
Console

Host Defender

@ Container Defender RASP Defender

Containers-as-a-Service Functions-as-a-

@ Serverless Def

Containers Serverless

All Defenders, regardless of their type, report back to Console, letting you secure hybrid
environments with a single tool. The main criteria for installing Defender is that it can connect
to Console. Defender connects to Console via websocket to retrieve policies and send data.
In Compute Edition (self-hosted), the Defender websocket connects to Console on port 8084

(configurable at install-time). The following diagram shows the key connections in Compute
Edition.

)
TCP:8083 (HTTPS) TCP:8084

- Console '

\. J/

Downloading the software

Prisma Cloud Compute Edition software can be downloaded from the Palo Alto Networks
Customer Support portal. For more information, see here.

Install guides

Start your install with one of our dedicated guides.
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Install procedure Description

Onebox

Simple, quick install of Prisma Cloud on a single, stand-alone host.
Installs both Console and Defender onto a host. Suitable for evaluating
Prisma Cloud in a small, self-contained environment. You can extend
the environment by installing Defender on additonal hosts.

Kubernetes

Prisma Cloud runs on any implementation of Kubernetes, whether you
build the cluster from scratch or use a managed solution (also known
as Kubernetes as a service). We've tested and validated the install on:

e Amazon Elastic Kubernetes Service (Amazon EKS)
e Azure Kubernetes Service (AKS)

e Google Kubernetes Engine (GKE)

e IBM Kubernetes Service (IKS)

e Alibaba Cloud Container Service for Kubernetes

In some cases, there is a dedicated section for installing on a specific
cloud provider’s managed solution. When there is no dedicated
section, use the generic install method.

OpenShift 4

Prisma Cloud offers native support for OpenShift.

Amazon ECS

To install Prisma Cloud, deploy Console to your cluster with a task
definition. Then configure the launch configuraration for cluster
members to download and run Defenders, guaranteeing that every
node is protected.

Windows

Install Defender on Windows hosts running containers. Defender is
installed using a PowerShell script. Note that while Defenders can run
on both Windows and Linux hosts, Console can only run on Linux.
Windows Defenders are designed to interoperate with the Linux-
based Console to send data and retrieve policy.

Encryption

All network traffic is encrypted with TLS (https) for user to Console communication. Likewise, all
Defender to Console communication is encrypted with TLS (WSS).

The Prisma Cloud database is not encrypted at rest, however all credentials and otherwise secure
information is encrypted with AES 256 bit encryption. If you require data at rest to be encrypted,
then underlying persistence storage /var/lib/twistlock can be mounted with one of the many

options that support this.
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System Requirements
Edit on GitHub

Before installing Prisma Cloud, verify that your environment meets the minimum requirements.

For information about when Prisma Cloud adds and drops support for third party software, see
our support lifecycle page.

Hardware

Prisma Cloud supports x86_64 and ARMé4 architectures. Ensure that your systems meet the
following hardware requirements.

Prisma Cloud Console Resource Requirements on x86_64

The Prisma Cloud Console supports running on x86_64 systems. Ensure your system meets the
following requirements.

e For up to 1,000 Defenders connected:

4 vCPUs
8GB of RAM
100GB of persistent storage

e For 1,001 - 10,000 Defenders connected

8 vCPUs
30GB of RAM
500GB SSD of persistent storage

e More than 10,000 Defenders connected:

At least 8 vCPUs
At least 30GB of RAM
At least 500GB SSD of persistent storage

4 vCPUS and 10GB of RAM for every additional 5,000 Defenders For example, 20,000
connected Defenders require a total of 16 vCPUs, 50GB of RAM and 500GB SSD of
persistent storage.

The Prisma Cloud Console uses cgroups to cap resource usage. When more than 1,000 Defenders
are connected, you should disable this cap using the DISABLE_CONSOLE_CGROUP_LIMITS flag in
the twistlock.cfg configuration file.

Defender Resource Requirements
Each Defender requires 256MB of RAM and 8GB of host storage.

The Defender uses cgroups to cap resource usage at 512MB of RAM and 900 CPU shares where a
typical load is ~1-5% CPU and 30-70MB RAM.

The Defender stores its data in the /var folder. When allocating disk space for Defender, ensure
the required space is available in the /var folder. Defenders are designed to be portable containers
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that collect data. Any data that must be persisted is sent to the Prisma Cloud Console for storage.
Defenders don’t require persistent storage. If you deploy persistent storage for Defenders, it can
corrupt Defender files.

If Defenders provide registry scanning they require the following resources:

Defenders providing registry scanning--
2GB of RAM
20GB of storage

2 CPU cores Defenders that are part of Cl integrations (Jenkins, twistcli) require storage space
depending on the size of the scanned images. The required disk space is 1.5 times the size of
the largest image to be scanned, per executor. For example, if you have a Jenkins instance with
two executors, and your largest container image is 500MB, then you need at least 1.5GB of
storage space: 500MB x 1.5x 2

Virtual Machines (VMs)

Prisma Cloud has been tested on the following hypervisors:

VMware for Tanzu Kubernetes Grid Multicloud (TKGM)
VMware for Tanzu Kubernetes Grid Integrated (TKGI)

Cloud Platforms

Prisma Cloud can run on nearly any cloud Infrastructure as a Service (laaS) platform.

Prisma Cloud has been tested on the following services:

Amazon Web Services (AWS)
Google Cloud Platform

IBM Cloud

Microsoft Azure

Oracle Cloud Infrastructure (OClI)

ARM Architecture Requirements

The following setups support Prisma Cloud on ARMé4 architecture:

Cloud provider

e AWS Graviton2 processors

e GCP GKE on ARM using the Tau T2A machine series
Supported Defenders:

e Orchestrator Defenders on AWS and GCP

e Host Defenders including auto-defend on AWS

e The twistcli is supported on Linux ARMé64 instances.

Learn more in the Supported Operating Systems on ARMé4 and Supported Orchestrators on
ARM64 sections.
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The Prisma Cloud Console doesn’t support running on ARMé64 systems.

File Systems

When deploying Prisma Cloud Console to AWS using the EFS file system, you must meet the
following minimum performance requirements:

e Performance mode: General purpose

¢ Throughput mode: Provisioned. Provision 0.1 MiB/s per deployed Defender. For example, if
you plan to deploy 10 Defenders, provision 1 MiB/s of throughput.

Host Operating Systems
Prisma Cloud is supported on both x86_64 and ARMé64

Supported Operating Systems on x86_64

Prisma Cloud is supported on the following host operating systems on x86_64 architecture:

Amazon Linux 2 AMI name: amzn2-ami-hvm-2.0.20220426.0-x86_64-gp2
AMI ID: ami-O6eecef118bbf9259

Bottlerocket OS Tested version: 1.7.0

Containerd v1.5.11

Kernel version: 5.10.102

Kubelet version: v1.22.6-eks-b18cdc9

e Vulnerability and compliance blocking policies are not
supported on Bottlerocket.

e RunC not supported.
e Prevent is not supported on containerd runtime.
e Compliance for containerd not supported.

e Defenders must to be installed as privileged.

CentOS CentOS 7
CentOS 8
Debian Debian 10
Debian 11
GCOOSs Container-Optimized OS on Google Cloud latest
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GCOOS is purposefully minimalistic. It doesn’t support
installing new packages or writing new bins. Hence, Prisma
Cloud’s vulnerability detection on GCOOS only covers
Docker and Kubernetes package binary detection.

Runtime prevent capability is supported only for DNS
events. Other prevent capabilities are not supported.

Red Hat Enterprise
Linux

Red Hat Enterprise Linux 7, Red Hat Enterprise Linux 8

Red Hat Enterprise
Linux CoreOS
(RHCOS)

Red Hat Enterprise Linux CoreOS (RHCQOS) versions included in
OpenShift versions: 4.8, 4.9, and 4.10

SUSE

SLES-12 SP5
SLES 15 - Only Host Defenders are supported.
SLES 15 SP1 - SP4 - Only Host Defenders are supported.

Ubuntu

Ubuntu 22.04 LTS
Ubuntu 20.04 LTS
Ubuntu 18.04 LTS

VMware

Photon OS 3.0 - Runtime scanning supported with kernel version >=
4.19.191-1

Photon OS 4.0 - Runtime scanning not supported

The following use features are currently not supported in
Photon 3.0 and 4.0:

o Detecting binaries without a package manager.
e FEvent / incident for WildFire malware

e SSHD application in host runtime events and empty SSH
events on Host observations

e Vulnerabilities in Layers view

Windows

Windows Server 2016
Windows Server 2019 Long-Term Servicing Channel (LTSC)
Windows on ARM64 architecture is not supported
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Distro Version

The Console container must be run on a supported Linux
operating system. Defender is supported on Windows
Server 2016 (vulnerability and compliance scanning), and
Windows Server 2019 (vulnerability scanning, compliance
scanning, and runtime defense for containers).

Supported Operating Systems on ARMé64

Prisma Cloud is supported on the following host operating systems on ARMé64 architecture in

AWS:
Amazon Linux 2 AMI Image: amzn-ami-hvm-2018.03.0.20220315.0-x86_64-gp2
AMI ID: ami-0f7691f59fd7c47af
CentOS 8 AMI Image: CentOS-8-ec2-8.3.2011-20210302.1.armé4-a14b8c70-
a48b-4a94-87b3-5dc93b3f6be8
AMI ID: ami-0446e1158fe3f255a
Debian 10 AMI Image: debian-10-arm64-20210208-542

AMI ID: ami-08b2293fdd2deba2a

Redhat Enterprise AMI Image: RHEL-8.4.0_HVM-20210504-armé4-2-Hourly2-GP2
Linux (RHEL) AMI ID: ami-01fc429821bf1f4b4

Ubuntu 18 AMI Image: ubuntu/images/hvm-ssd/ubuntu-bionic-18.04-armé4-
server-20211129

AMI ID: ami-0a940cb939351ccca
Ubuntu 20

AMI Image: ubuntu/images/hvm-ssd/ubuntu-focal-20.04-armé4-
server-20211129

AMI ID: ami-Ob49a4a6e8e22falé

Kernel Capabilities

Prisma Cloud Defender requires the following kernel capabilities. Refer to the the Linux
capabilities man page for more details on each capability.

e CAP_NET_ADMIN
e CAP_NET_RAW
e CAP_SYS_ADMIN

Prisma Cloud Compute Edition Administrator’s Guide 22.06 59 ©2023 Palo Alto Networks, Inc.
(EoL)



Install

o CAP_SYS_PTRACE
e CAP_SYS_CHROOT
e CAP_MKNOD

o CAP_SETFCAP

e CAP_IPC_LOCK

The Prisma Cloud App-Embedded Defender requires CAP_SYS_PTRACE only.

When running on a Docker host, Prisma Cloud Defender uses the following files/folder on the
host:

e /var/run/docker.sock — Required for accessing Docker runtime.
o /var/lib/twistlock — Required for storing Prisma Cloud data.

e /dev/log—Required for writing to syslog.

Docker Engine

Prisma Cloud supports only the versions of the Docker Engine supported by Docker itself. Prisma
Cloud supports only the following official mainstream Docker releases and later versions.

e Community Edition (CE):
e 18.06.1
e 20.10.7
e 20.10.13
e Enterprise Edition (EE):
e 19.034
e 19.03.8
The following storage drivers are supported: * overlay2 * overlay * devicemapper are supported.
For more information, review Docker’s guide to select a storage driver.

The versions of Docker Engine listed apply to versions you independently install on a host. The
versions shipped as a part of an orchestrator, such as Red Hat OpenShift, might defer. Prisma
Cloud supports the version of Docker Engine that ships with any Prisma Cloud-supported version
of the orchestrator.

Container Runtimes

Prisma Cloud supports the following container runtimes:

Container runtime Version
Docker See the Docker section

cri-containerd Native Kubernetes 1.23.8 (containerd 1.6.6)
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Container runtime Version

Native Kubernetes 1.24.2 (containerd 1.6.6)

Supported versions are listed in the orchestration section

CRI-O 0S 4.8 - CRIO version 1.21.3

OS 4.9- CRIO version 1.22.3

OS 4.10- CRIO version 1.23.1

K8s native - versions 1.23.8, 1.24.2 (x86_64 Arch)

Podman

Podman is a daemon-less container engine for developing, managing, and running OCI containers
on Linux. The twistcli tool can use the preinstalled Podman binary to scan CRI images.

Podman v1.6.4,v3.0.1, v4.0.2

Helm

Helm is a package manager for Kubernetes that allows developers and operators to more easily
package, configure, and deploy applications and services onto Kubernetes clusters.

Helm v3.9 is supported.

Orchestrators

Prisma Cloud is supported on the following orchestrators. We support the following versions of
official mainline vendor/project releases.

Supported Orchestrators on x86_64

Orchestrator Version

Azure Kubernetes Linux on AKS 1.22.6 (containerd 1.5.9+azure-2)
Service (AKS) Linux on AKS 1.23.5 (containerd 1.5.11+azure-2)
Linux on AKS 1.24.3 (containerd 1.6.4+azure-4)
Windows on AKS v1.22.6 (containerd 1.5.8+azure)
Windows on AKS v1.23.3 (containerd 1.6.1+azure)
Windows on AKS 1.24.3 (containerd 1.6.6+azure)

Bottlerocket Bottlerocket OS 1.7.0 (aws-k8s-1.22)
containerd 1.5.11

Kernel version: 5.10.102

Kubelet version: v1.22.6-eks-b18cdc9
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Orchestrator

Version
Bottlerocket OS 1.9.2 (aws-k8s-1.23)

containerd 1.6.6+bottlerocket

Kubelet v1.23.7-eks-4721010

The following features are not supported.
e RunC.
e Prevent on the containerd runtime.

e Compliance discovery for containerd.

Elastic Container
Service (ECS)

ECS Fargate Console:

Fargate Platform 1.4.0

ECS x86 Console:

AMI ID: ami-0002eba4f029226a3
ECS agent version: 1.62.2

Docker version: 20.10.13

Elastic Kubernetes
Service (EKS)

EKS 1.23.7
EKS 1.21.9 (containerd 1.4.13)
EKS 1.22.6 (containerd 1.4.6)
EKS 1.22.9 (containerd 1.4.13)
EKS 1.23.9 (containerd 1.6.6)

Google Kubernetes
Engine (GKE)

GKE 1.21.11 (containerd 1.4.8)
GKE 1.22.8 (containerd 1.5.4)
GKE 1.23.7 (containerd 1.5.11)
GKE 1.24.2 (containerd 1.6.6)

Google Kubernetes
Engine (GKE)
autopilot

GKE autopilot 1.21.11 (containerd 1.4.8)
GKE autopilot 1.22.11 (containerd 1.5.13)

Custom Compliance and Prevent (Runtime) are not supported on GKE

autopilot.

Kubernetes (k8s)

k8s 1.23.8 (CRIO 1.23.3)
k8s 1.24.2 (CRIO 1.24.1)
k8s 1.25.0 (CRIO 1.25.0)
k8s 1.23.8 (containerd 1.6.6)
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Orchestrator Version

k8s 1.24.2 (containerd 1.6.6)
k8s 1.25.0 (containerd 1.6.8)
k8s 1.23.8 Docker 20.10.17

Lightweight
Kubernetes (k3s)

k3s version: 1.21.7+k3s1 (containerd 1.4.12-k3s1)
k3s version: 1.23.8+k3s2 (containerd 1.5.13-k3s1)
k3s version: v1.23.6+k3s1 (containerd 1.5.11-k3s2)
k3s version: v1.23.8+k3s1 (containerd 1.5.13-k3s1)
k3s version: v1.24.4+k3s1 (containerd v1.6.6-k3s1)

OpenShift

OpenShift 4.8 (CRIO 1.21.3)
OpenShift 4.9 (CRIO 1.22.3)
OpenShift 4.10 (CRIO 1.23.1)
Openshift 4.11 (CRIO 1.24.1)

Rancher Kubernetes
Engine (RKE)

RKE2 v1.22.5+rke2r1 (containerd 1.5.8-k3s)
RKE2 v1.24.4+rke2r1 (containerd 1.6.6-k3s1)

VMware Tanzu
Application Service
(TAS)

v2.11,v2.12,v2.13

VMware Tanzu
Kubernetes Grid
Integrated (TKGI)

TKGi version: TAS TKGI 1.14.2
Kernel Version: 4.15.0-184-generic
containerd version: 1.6.0

OS version: Ubuntu 16.0.4.7 LTS

VMware Tanzu
Kubernetes Grid
Multicloud (TKGM)

TKG Multicloud 1.5.1
vSphere 6.7U3
e Kubernetes version v1.20.14+vmware.1 with:

e containerd version: 1.5.9

o OS-Image: VMware Photon 3 OS/Linux
o VMWare version: v1.20.14+vmware.1
e Kernel version :4.19.224-2.ph3
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Orchestrator

Version

e Kubernetes version v1.22.5+vmware.1 with:

e containerd version: 1.5.9
OS-Image: Ubuntu 20.04.03 LTS

VMWare version: v1.22.5+vmware.1

e Kernel version: 5.4.0-96-generic

Supported Orchestrators on ARM64

Prisma Cloud supports the official releases of the following orchestrators for the ARM64

architecture.

Orchestrator

Elastic Container

Version

AMI name: amzn2-ami-ecs-hvm-2.0.20220831-armé4-ebs

Service (ECS) ECS agent 1.62.2
Docker 20.10.13
Elastic Kubernetes EKS v1.21.5 (containerd 1.4.6)
Service (EKS) EKS v1.23.9 (containerd 1.6.6)
GKE on ARM GKE 1.23.5-gke.2400 (containerd 1.5.11)

GKE 1.24.1-gke.1400 (containerd 1.6.2)
Defenders running in GKE on ARM don’t support the
following features:

e Prevent for processes

e Prevent for file system events

While Prevent is not supported, runtime detection is
supported for processes and file system events.

Kubernetes with
containerd

Kubernetes 1.23.5 (containerd 1.5.11)

Kubernetes with

Docker Engine version: 20.10.14

Docker APl version:1.41
Go Version: go1.16.15
OpenShift OpenShift 4.10 (CRI-O 1.23.1)
OpenShift 4.11 (CRI-O 1.24.2)
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Istio
Prisma Cloud supports Istio 1.13.4.

Jenkins

Prisma Cloud supports Jenkins 2.235.1, 2.319.1, and the 2.319.2 container version.

The Prisma Cloud Jenkins plugin supports Jenkins LTS releases greater than 2.319.1. For any
given release of Prisma Cloud, the plugin supports those Jenkins LTS releases supported by the
Jenkins project at the time of the Prisma Cloud release.

The Jenkins plugin is not supported on ARMé64 architecture.

Image Base Layers

Prisma Cloud can protect containers built on nearly any base layer operating system.
Comprehensive Common Vulnerabilities and Exposures (CVE) data is provided for the following
base layers for all versions except EOL versions:

e Alpine

e Amazon Linux container image
e Amazon Linux 2

e BusyBox

e CentOS

e Debian

e Red Hat Enterprise Linux

e SUSE

e Ubuntu (LTS releases only)

¢ Windows Server

If a CVE doesn’t have an architecture identifier, the CVE is related to all architectures.

Serverless Runtimes

Prisma Cloud can protect AWS Lambda functions at runtime. Prisma Cloud supports the following
runtimes:
Serverless Runtimes Using Lambda Layers
e Node.js 12.x, 14.x
e Python 3.6,3.7,3.8, 3.9
e Ruby 2.7

Serverless Runtimes Using Manually Embedded Defenders in AWS

e C# (.NET Core 3.1)
e Java §, 11
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e Node.js 12.x, 14.x
e Python 3.6, 3.7, 3.8, 3.9
e Ruby 2.7

Prisma Cloud can also scan serverless functions for vulnerabilities and compliance benchmarks.
Prisma Cloud supports the following runtimes for vulnerability and compliance scans in AWS
Lambda, Google Cloud Functions, and Azure Functions:

Serverless Vulnerability and Compliance Scanning

¢ Node.js 12.x, 14.x
e Python 3.6, 3.7, 3.8, 3.9
e Ruby 2.7

Serverless WAAS Functions

e Javall

e Node.js 12.x, 14.x

e Python 3.6, 3.7, 3.8, 3.9
e Ruby 2.7

Serverless Runtimes Using Manually Embedded Defenders in Azure

e C# 3 (NET Core 3.1)
e C#5(.NET Core 4.0)
e C# 6 (.NET Core 4.0)

Go

Prisma Cloud can detect vulnerabilities in Go executables for Go versions 1.13 and greater.

Shells

For Linux, Prisma Cloud depends on the Bash shell. For Windows, Prisma Cloud depends on
PowerShell.

The shell environment variable DOCKER_CONTENT _TRUST should be set to 0 or unset before
running any commands that interact with the Prisma Cloud cloud registry, such as Defender
installs or upgrades.

Browsers

Prisma Cloud supports the latest versions of Chrome, Safari, and Edge.

For Microsoft Edge, only the new Chromium-based version (80.0.361 and later) is supported.

Cortex XDR

Prisma Cloud Defenders can work alongside Cortex XDR agents. Currently, users need to
manually add exceptions in Console for both agents to work together. In a future release, there
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will be out-of-the-box support for co-existence. Users can disable the Defender runtime defense
when a Cortex XDR agent is present.

To allow for both the solutions to co-exist:

1. Add the Cortex agent as a trustable executable. For more information, see to Creating a
trusted exeuctable.

2. Suppress runtime alerts from the Cortex agent by adding custom runtime rules that allow the
Cortex agent process and file path.
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Prisma Cloud container images
Edit on GitHub

Prisma Cloud images are built from the RedHat Universal Base Image 8 Minimal (UBI8-

minimal) which is designed for applications that contain their own dependencies. With an active
subscription or a valid license key, you can retrieve the images from a cloud registry. This option
simplifies a lot of workflows, especially the install flow.

Q All builds, including private builds, are published to the registry. Private builds temporarily
address specific customer issues. Unless you've been asked to use a private build by a
Prisma Cloud representative during the course of a support case, you should only pull
officially published builds.

You can optionally manage Prisma Cloud images in your own registry. You can push the Prisma
Cloud images to your own private registry, and manage them from there as you see fit. The
Console image is delivered as a .tar.gz file in the release tarball. The Defender image can be
downloaded from Console, under Manage > System > Utilities, or from the Prisma Cloud API.

There are two different methods for accessing images in the cloud registry:

e Basic authorization.

e URL authorization.

The length of time that images are available on the cloud registry complies with our standard n-1
support lifecycle.

Retrieving Prisma Cloud images using basic auth

Authenticate using docker login or podman login, then retrieve the Prisma Cloud images
using docker pull or podman pull. For basic authorization, the registry is accessible at
registry.twistlock.com.

Image names contain a version string. The version string must be formatted as X_Y_Z,
where X is the major version, Y is the minor version, and Z is the patch number. For
example, 19.07.363 should be formatted as 19_07_363. For example:

registry.twistlock.com/twistlock/defender:defender_19_07_363.

Prerequisites:
e You have your Prisma Cloud access token.

STEP 1| Authenticate with the registry.

$ docker (or podman) login registry.twistlock.com
Username:
Password:

Where Username can be any string, and Password must be your access token.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 68 ©2023 Palo Alto Networks, Inc.
(EoL)


https://github.com/PaloAltoNetworks/prisma-cloud-docs/blob/master/compute/admin_guide/install/twistlock_container_images.adoc
https://catalog.redhat.com/software/containers/ubi8/ubi-minimal/5c359a62bed8bd75a2c3fba8?gti-tabs=unauthenticated

Install

STEP 2| Pull the Console image from the Prisma Cloud registry.

$ docker (or podman) pull registry.twistlock.com/twistlock/
console:console <VERSION>

STEP 3| Pull the Defender image from the Prisma Cloud registry.

$ docker (or podman) pull registry.twistlock.com/twistlock/
defender:defender <VERSION>

Retrieving Prisma Cloud images using URL auth

Retrieve Prisma Cloud images with a single command by embedding your access token into the
registry URL. For URL authorization, the registry is accessible at registry-auth.twistlock.com.

By embedding your access token into the registry URL, you only need to run docker pull or podman
pull. The docker login or podman login command isn’t required.

The format for the registry URL is: registry-auth.twistlock.com/tw_<ACCESS-TOKEN>/
<IMAGE>:<TAG>

Image names contain a version string. The version string must be formatted as X_Y_Z,
where X is the major version, Y is the minor version, and Z is the patch number. For
example, 19.07.363 should be formatted as 19_07_363. For example:

registry.twistlock.com/twistlock/defender:defender_19_07_363.

Prerequisites:

e You have a Prisma Cloud access token.

e The Docker or Podman client requires that repository names be lowercase. Therefore, all
characters in your access token must be lowercase. To convert your access token to lowercase
characters, use the following command:

$ echo <ACCESS-TOKEN> | tr '[:upper:]' '[:lower:]’

STEP 1| Pull the Console image from the Prisma Cloud registry.

$ docker (or podman) pull \
registry-auth.twistlock.com/tw <ACCESS-TOKEN>/twistlock/
console:console <VERION>

STEP 2| Pull the Defender image from the Prisma Cloud registry.

$ docker (or podman) pull \
registry-auth.twistlock.com/tw <ACCESS-TOKEN>/twistlock/
defender:defender <VERSION>
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Onebox
Edit on GitHub

Onebox provides a quick, simple way to install both Console and Defender onto a single host.
It provides a fully functional, self-contained environment that is suitable for evaluating Prisma
Cloud.

Install Prisma Cloud

Install Onebox with the twistlock.sh install script.
Prerequisites:

e Your host meets the minimum system requirements.
e You have a license key.

e Port 8083 is open. Port 8083 (HTTPS) serves the Console Ul. You can configure alternative
ports in twistlock.cfg before installing.

e Port 8084 is open. Console and Defender communicate with each other on this port.

STEP 1| Download the latest Prisma Cloud release to the host where you'll install Onebox.
STEP 2| Extract the tarball. All files must be in the same directory when you run the install.

$ mkdir twistlock
$ tar -xzf prisma cloud compute <VERSION>.tar.gz -C twistlock/

STEP 3| Configure Prisma Cloud for your environment.

Open twistlock.cfg and review the default settings. The default settings are acceptable for most
environments.

If your Docker socket is in a custom location, update twistlock.cfg before continuing.

By default, Prisma Cloud expects to find the Docker socket in /var/run/docker.sock.
If it’s not located there on your host, open twistlock.cfg in an editor, find the
DOCKER_SOCKET variable, and update the path.

STEP 4| Install Prisma Cloud.

$ sudo ./twistlock.sh -s onebox

e -§--
Agree to EULA.
o -7Z--

(Optional) Print additional debug messages. Useful for troubleshooting install issues.

e onebox --

Install both Console and Defender on the same host, which is the recommended
configuration. Specify console to install just Console.
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STEP 5| Verify that Prisma Cloud is installed and running:

$ docker ps --format "table {{.ID}}\t{{.Status}}\t{{.Names}}"
NAMES

CONTAINER ID STATUS

764echb72207e Up 5 minutes

twistlock defender <VERSION>

be5e385fea32 Up 5 minutes twistlock console

Configure Console
Create your first admin user and enter your license key.

STEP 1| Open Prisma Cloud Console. In a browser window, navigate to 'https://<CONSOLE>:8083',
where <CONSOLE> is the IP address or DNS name of the host where Console runs.

STEP 2| Create your first admin user.

Consider using admin as the username. It's a convenient choice because admin is the default
user for many of Prisma Cloud’s utilities, including twistcli.

STEP 3| Enter your license key.

Uninstall

Use the twistlock.sh script to uninstall Prisma Cloud from your host. The script stops and removes
all Prisma Cloud containers, removes all Prisma Cloud images, and deletes the /var/lib/twistlock
directory, which contains your logs, certificates, and database.

STEP 1| Uninstall Prisma Cloud.

$ sudo ./twistlock.sh -u

STEP 2| Verify that all Prisma Cloud containers have been stopped and removed from your host.

$ docker ps -a

STEP 3| Verify that all Prisma Cloud images have been removed from your host.

$ docker images

What's next?

Install Defender on each additonal host you want to protect.
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Kubernetes

Edit on GitHub

This topic helps you install Prisma Cloud in your Kubernetes cluster quickly. There are many

ways to install Prisma Cloud, but use this workflow to quickly deploy Defenders and verify how
information is accessible from the Prisma Cloud Console. After completing this procedure, you can
modify the installation to match your needs.

To install Prisma Cloud, you use the command-line utility called twistcli, which is bundled with
the Prisma Cloud software. The process has the following steps to give you full control over the
created objects.

1. The twistcli command-line utility generates YAML configuration files or Helm charts for the
Prisma Cloud Console and Defender.

2. You create the required objects in your cluster with the kubectl create command.
To better understand clusters, read our cluster context topic.

You can inspect, customize, and manage the YAML configuration files or Helm charts before
deploying the Prisma Cloud Console and Defender. You can place the files or charts under
source control to track changes, to integrate them with Continuous Integration and Continuous
Development (Cl/CD) pipelines, and to enable effective collaboration.

To ensure a single copy of the Prisma Cloud Console is always available, the Prisma Cloud Console
is created as a Kubernetes Deployment. Kubernetes deployments are also known as Kubernetes
services. To ensure that a Prisma Cloud Defender instance runs on each worker node of your
cluster, each Prisma Cloud Defender is deployed as a Kubernetes DaemonSet.

When a node goes down, the orchestrator can reschedule the Prisma Cloud Console on a
different healthy node. To improve the availability of the Prisma Cloud Console, you must
ensure that the orchestrator can run the Prisma Cloud Console on any healthy node. The default
configuration files or charts ensure this capability. These default configuration files or charts
enable the following features to ensure availability.

e Deploy a persistent volume (PV), to enable Prisma Cloud Console to save the state. This
configuration ensures that no matter where Prisma Cloud Console runs, it has access to the
state of the deployment. For persistent volumes to work, every node in the cluster must have
access to the shared storage. Setting up a persistent volume can be easy or hard depending on
the following factors.

e What is your cloud provider?

For example, Google Cloud Kubernetes Engine (GKE) offers persistent volumes out-of-the
box with zero additional configuration required.

e |s Kubernetes managed or unmanaged?

If you deploy your clusters manually, you might need to configure a Network File System
(NFS).

e Expose the Prisma Cloud Console to the network through a load balancer. A load balancer
ensures that the Prisma Cloud Console is reachable regardless of where it runs in the cluster.
The Prisma Cloud Console must be accessible in your deployment because it serves as a web
interface and communicates policy to all the deployed Defenders.
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Requirements

To deploy your Defenders smoothly, you must meet the following requirements.

You have a valid Prisma Cloud license key and access token.

You provisioned a Kubernetes cluster that meets the minimum system requirements and runs a
supported Kubernetes version.

You set up a Linux or macOS system to control your cluster, and you can access the cluster
using the kubectl command-line utility.

The nodes in your cluster can reach Prisma Cloud’s cloud registry at registry-auth.twistlock.com.

Your cluster can create PersistentVolumes and LoadBalancers from YAML configuration files
or Helm charts.

Your cluster uses any of the following runtimes. For more information about the runtimes that
Prisma Cloud supports, see the system requirements.

e Docker Engine
e CRI-O

¢ CRI-containerd

Required Permissions

You can create and delete namespaces in your cluster.

You can run the kubectl create command.

Required Firewall and Port Configuration

Open the following ports in your firewall.

Ports for the Prisma Cloud Console:

Incoming: 8083, 8084
Outgoing: 443, 53

Ports for the Prisma Cloud Defenders:

Incoming: None

e QOutgoing: 8084

Install Prisma Cloud

To use Prisma Cloud as part of your Kubernetes deployment, you need the twistcli command-line
utility and the Prisma Cloud Defenders.

Use the twistcli command-line utility to install the Prisma Cloud Console and deploy the
Defenders. The twistcli utility is included with every release, or you can download the utility
separately. After completing this procedure, the Prisma Cloud Console and Prisma Cloud
Defenders run in your Kubernetes cluster.

When you install Prisma Cloud on Amazon Elastic Kubernetes Service (EKS), Azure Kubernetes
Service (AKS), or Alibaba Container Service with Kubernetes, additional configuration steps are
required.
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Download the Prisma Cloud Console

Download the Prisma Cloud software to any system where you run kubectl to manage your
cluster.

STEP 1| Download the current release.
STEP 2| Create the prisma_cloud folder and unpack the release tarball.

$ mkdir prisma cloud
$ tar xvzf prisma cloud compute edition <VERSION>.tar.gz -C
prisma_cloud/

Install the Prisma Cloud Console
Install the Prisma Cloud Console and expose the service using a load balancer.

STEP 1| On your cluster controller, navigate to the directory where you downloaded and extracted
the Prisma Cloud release tarball.

STEP 2| Generate a YAML configuration file for Console, where <PLATFORM> can be linux or osx.

The following command saves twistlock_console.yaml to the current working directory. If
needed, you can edit the generated YAML file to modify the default settings.

$ <PLATFORM>/twistcli console export kubernetes --service-type
LoadBalancer

If you're using Network File System version 4 (NFSv4) as the persistent storage in
g8 : D .
your cluster, use the nolock, noatime and bg mount options in your PersistentVolume
custom resource definition (CRD). After generating the YAML file in the Prisma Cloud
Console, add the mount options to your PersistentVolume CRD as follows.

apiVersion: vl

kind: PersistentVolume

metadata:

name: twistlock-console

labels:

app-volume: twistlock-console

annotations:

volume.beta.kubernetes.io/mount-options:
"nolock,noatime, bg"

STEP 3| Deploy the Prisma Cloud Console.

$ kubectl create -f twistlock console.yaml

STEP 4| Wait for the service to come up completely.

$ kubectl get service -w -n twistlock
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Configure the Prisma Cloud Console

Create your first administrator and enter your license key.

STEP 1|

STEP 2|

STEP 3|

STEP 4|

STEP 5|

STEP 6 |

STEP 7|

Get the public endpoint address for the Prisma Cloud Console.

$ kubectl get service -o wide -n twistlock

Register a DNS entry for the external IP address of the Prisma Cloud Console. This
procedure assumes the registered DNS name is yourconsole.example.com.

If you need to secure the Prisma Cloud Console communication with TLS, set up a custom
certificate. (Optional)

Open a browser window, and navigate to the Prisma Cloud Console. By default, the Prisma
Cloud Console is served with the HTTPS protocol on port 8083. You can go to https://
yourconsole.example.com:8083 to access the Prisma Cloud Console.

Create your first administrator.
Enter your Prisma Cloud license key.

The Defender communicates with the Prisma Cloud Console using TLS. Update the list of
identifiers in the Prisma Cloud Console certificate that Defenders use to validate the identity
of the Prisma Cloud Console.

1. Go to Manage > Defenders > Names.

2. Inthe Subject Alternative Name table, click Add SAN, then enter the Prisma Cloud
Console IP address or domain name. Enter the yourconsole.example.com domain name.
Any Defenders deployed outside the cluster can use this domain name to connect to the
Prisma Cloud Console.

3. In the Subject Alternative Name table, click Add SAN again, then enter twistlock-console.
Any Defenders deployed in the same cluster as the Prisma Cloud Console can use the
yourconsole.example.com domain name to access the Prisma Cloud console.

a The service name of the Prisma Cloud Console is twistlock-console, but that
name is not the same as the pod’s name, which is twistlock-console-XXXX.

Install the Prisma Cloud Defender

To install the Prisma Cloud Defender, deploy the Defenders as DaemonSet custom resources.
This approach ensures that a Defender instance runs on every node in the cluster. To deploy the
Prisma Cloud Defender, use a macOS or Linux cluster controller with kubectl enabled and follow
these steps:

1. Use the twistcli command-line utility to generate the DaemonSet YAML configuration file for
the Defender.

2. Deploy the generated custom resource with kubectl.

This approach is called declarative object management. It allows you to work directly with
the YAML configuration files. The benefit is that you get the full source code for the custom
resources you create in your cluster, and you can use a version control tool to manage and track
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modifications. With YAML configuration files under version control, you can delete and reliably
recreate DaemonSets in your environment.

If you don't have kubectl access to your cluster, you can deploy Defender DaemonSets directly
from the Console Ul.

This procedure shows you how to deploy Defender DaemonSets using the twistcli command-

line utility and declarative object management. You can also generate the installation commands
using the Prisma Cloud Console Ul under Manage > Defenders > Deploy > Defenders. Installation
scripts are provided for Linux and MacOS workstations. Use the twistcli command-line utility to
generate the Defender DaemonSet YAML configuration files from Windows workstations. Deploy
the custom resources with kubect! following this procedure.

STEP 1| Generate the DaemonSet custom resource for the Defender.
1. Go to Compute > Manage > Defenders > Deploy > Defenders.
2. Select Orchestrator.
3. Select Kubernetes from Step 2: Choose the orchestrator type.
4

Copy the hostname from Step 3: The name that Defender will use to connect to this
Console.

STEP 2| Generate the defender.yaml file using the following twistcli command with the described
parameters.

For Defenders deployed in the cluster where Console runs, specify the service name of the
Prisma Cloud Console, for example twistlock-console.

$ <PLATFORM>/twistcli defender export kubernetes \
--user <ADMIN USER> \
--address <PRISMA CLOUD COMPUTE CONSOLE URL> \
--cluster-address <PRISMA CLOUD COMPUTE_ HOSTNAME>
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--Ccri

e <PLATFORM> can be linux, osx, or windows.

e <ADMIN_USER> is the name of a Prisma Cloud user with the System Admin role.

e <PRISMA_CLOUD_COMPUTE_CONSOLE_URL> specifies the address of the Prisma Cloud
Compute Console.

e <PRISMA_CLOUD_COMPUTE_HOSTNAME> specifies the address Defender uses to
connect to Prisma Cloud Console. You can use the external IP address exposed by your load
balancer or the DNS name that you manually set up.

@ °

For provider managed clusters, Prisma Cloud automatically gets the cluster
name from your cloud provider.

To override the cluster name used that your cloud provider has, use the --cluster
option.

For self-managed clusters, such as those built with kops, manually specify a
cluster name with the --cluster option.

When using the CRI-O or containerd runtimes, pass the --cri flag to the twistcli
command-line utility when you generate the YAML configuration file or the
Helm chart.

When using an AWS Bottlerocket-based EKS cluster, pass the --cri flag when
creating the YAML.

To use Defenders in GKE on ARM, you must prepare your workloads.

STEP 3| Deploy the Defender DaemonSet custom resource.

$ kubectl create -f ./defender.yaml

You can run both Prisma Cloud Console and Defenders in the same Kubernetes
namespace, for example twistlock. However, you must be careful when running kubectl
delete commands with the YAML file generated for Defender. The defender.yaml file
contains the namespace declaration, so comment out the namespace section if you
don’t want the namespace deleted.

STEP 4| (Optional) Schedule Defenders on your Kubernetes master nodes.

If you want to also schedule Defenders on your Kubernetes master nodes, change the
DaemonSet'’s toleration spec. Master nodes are tainted by design. Only pods that specifically
match the taint can run there. Tolerations allow pods to be deployed on nodes to which taints
have been applied. To schedule Defenders on your master nodes, add the following tolerations
to your DaemonSet spec.

tolerations:

- key:

"node-role.kubernetes.io/master"

operator: "Exists"
effect: "NoSchedule"

STEP 5| In Prisma Cloud Compute, go to Manage > Defenders > Manage > Defenders to see a list of
deployed Defenders.
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Install Prisma Cloud with Helm charts

You can use twistcli to create Helm charts for the Prisma Cloud Console and the Defenders. Helm
is a package manager for Kubernetes, and a chart is a Helm package.

Follow the main install flow, with the following changes.

e Pass the --helm_ option to _twistcli to generate a Helm chart. Don’t change the other options
passed to twistcli since they configure the chart.

e Deploy your Defender with the helm install command instead of kubect! create.

The following procedure shows the modified commands.

STEP 1| Download the current recommended release.
STEP 2| Create a Console Helm chart.

$ <PLATFORM>/twistcli console export kubernetes \
--service-type LoadBalancer \
--helm

STEP 3| Install the Console.

$ helm install twistlock-console \
--namespace twistlock \
--create namespace \
./twistlock-console-helm.tar.gz

STEP 4| Configure Console.
STEP 5| Create a Defender DaemonSet Helm chart.

$ <PLATFORM>/twistcli defender export kubernetes \
--address https://yourconsole.example.com:8083 \
--helm \
--user <ADMIN USER> \
--cluster-address twistlock-console

STEP 6| Install the Defender.

$ helm install twistlock-defender-ds \
--namespace twistlock \
--create namespace \
./twistlock-defender-helm.tar.gz

Install Prisma Cloud on a CRI (non-Docker) cluster

Kubernetes lets you set up a cluster with the container runtime of your choice. Prisma Cloud
supports Docker Engine, CRI-O, and cri-containerd.
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Deploying Console

Irrespective of your cluster’s underlying container runtime, you can install Console using the
standard install procedure. Console doesn'’t interface with other containers, so it doesn’t need to
know which container runtime interface is being used.

Deploying Defender DaemonSets

When generating the YAML file to deploy the Defender DaemonSet, a toggle lets you select your
runtime environment. Since Defenders need to have a view of other containers, this option is
necessary to guide the communication. By default the toggle is off Prisma Cloud uses Docker

Engine. When the toggle is on, Prisma Cloud generates the propper yaml for the CRI Kubernetes
environment.

If you use containerd on GKE, and you install Defender without the CRI switch, everything
will appear to work properly, but you'll have no images or container scan reports in
Monitor > Vulnerability and Monitor > Compliance pages and you'll have no runtime
models in Monitor > Runtime. This happens because the Google Container Optimized
Operating system (GCOQOS) nodes have Docker Engine installed, but Kubernetes doesn’t
use it. Defender thinks everything is OK because all of the integrations succeed, but the
underlying runtime is actually different.

0 Deploy Defenders with SELinux Policy

Run Defenders as privileged (required for AppArmor compatibility)

Modes use Container Runtime Interface (CRI), not Docker

Modes runs inside containerized environment

BE8 e

If you're deploying Defender DaemonSets with twistcli, use the --cri option to use to specify the
runtime interface. By default (no flag), twistcli generates a configuration that uses Docker Engine.
With the --cri flag, twistcli generates a configuration that uses CRI.

$ <PLATFORM>/twistcli defender export kubernetes \
--cri

--address https://yourconsole.example.com:8083 \
--user <ADMIN USER> \

--cluster-address yourconsole.example.com

When generating YAML from Console or twistcli, there is a simple change to the yaml file as seen
below.

In this abbreviated version DEFENDER_TYPE:daemonset will use the Docker interface.
spec:
template:
metadata:
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labels:
app: twistlock-defender
spec:
serviceAccountName: twistlock-service
restartPolicy: Always
containers:
- name: twistlock-defender-19-03-321
image: registry-auth.twistlock.com/tw <token>/twistlock/
defender:defender 19 03 321
volumeMounts:
- name: host-root
mountPath: "/host"
- name: data-folder
mountPath: "/var/lib/twistlock"

env:
- name: WS ADDRESS
value: wss://yourconsole.example.com:8084
- name: DEFENDER TYPE
value: daemonset
- name: DEFENDER LISTENER TYPE
value: "none"

In this abbreviated version DEFENDER_TYPE:cri will use the CRI.

spec:
template:
metadata:
labels:
app: twistlock-defender
spec:
serviceAccountName: twistlock-service
restartPolicy: Always
containers:
- name: twistlock-defender-19-03-321
image: registry-auth.twistlock.com/tw <token>/twistlock/
defender:defender 19 03 321
volumeMounts:
- name: host-root
mountPath: "/host"
- name: data-folder
mountPath: "/var/lib/twistlock"

env:
- name: WS ADDRESS
value: wss://yourconsole.example.com:8084
- name: DEFENDER TYPE
value: cri
- name: DEFENDER LISTENER TYPE
value: "none"
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Troubleshooting

Pod Security Policy

If Pod Security Policy is enabled in your cluster, you might get the following error when trying to
create a Defender DaemonSet.

Error creating: pods "twistlock-defender-ds-" is forbidden: unable to
validate against any pod security policy ..Privileged containers are
not allowed

If you get this error, then you must create a PodSecurityPolicy for the Defender and the
necessary ClusterRole and ClusterRoleBinding for the twistlock namespace. You can use the
following Pod Security Policy, ClusterRole and ClusterRoleBinding:

apiVersion: extensions/vlbetal
kind: PodSecurityPolicy
metadata:
name: prismacloudcompute-service
spec:
privileged: false
seLinux:
rule: RunAsAny
allowedCapabilities:
- AUDIT CONTROL
NET ADMIN
SYS ADMIN
- SYS PTRACE
- MKNOD
- SETFCAP
volumes:
"hostPath"
- "secret"
allowedHostPaths:
- pathPrefix: "/etc"
- pathPrefix: "/var"
- pathPrefix: "/run"
- pathPrefix: "/dev/log"
- pathPrefix: "/"
hostNetwork: true
hostPID: true
supplementalGroups:
rule: RunAsAny
runAsUser:
rule: RunAsAny
fsGroup:
rule: RunAsAny

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRole

metadata:
name: prismacloudcompute-defender-role
rules:

- apiGroups: ['policy']
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resources: ['podsecuritypolicies']
verbs: ['use']

resourceNames:

- prismacloudcompute-service

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:

name: prismacloudcompute-defender-rolebinding
roleRef:

apiGroup: rbac.authorization.k8s.io
kind: ClusterRole

name: prismacloudcompute-defender-role
subjects:
- kind: ServiceAccount

name: twistlock-service

namespace: twistlock

Prisma Cloud Compute Edition Administrator’s Guide 22.06 82

(EoL)

©2023 Palo Alto Networks, Inc.



Install

OpenShift v4

Edit on GitHub

Prisma Cloud Console is deployed as a Deployment, which ensures it's always running. The
Prisma Cloud Console and Defender container images can be stored either in the internal
OpenShift registry or your own Docker v2 compliant registry. Alternatively, you can configure
your deployments to pull images from Prisma Cloud’s cloud registry.

Prisma Cloud Defenders are deployed as a DaemonSet, which ensures that an instance of
Defender runs on every node in the cluster. You can run Defenders on OpenShift master and
infrastructure nodes by removing the taint from them.

The Prisma Cloud Defender container images can be stored either in the internal OpenShift
registry or your own Docker v2 compliant registry. Alternatively, you can configure your
deployments to pull images from Prisma Cloud’s cloud registry.

This guide shows you how to generate deployment YAML files for both Console and Defender,
and then deploy them to your OpenShift cluster with the oc client.

To better understand clusters, read our cluster context topic.

Preflight checklist

To ensure that your installation on supported versions of OpenShift v4.x goes smoothly, work
through the following checklist and validate that all requirements are met.

Minimum system requirements

Validate that the components in your environment (nodes, host operating systems, orchestrator)
meet the specs in System requirements.

For OpenShift installs, we recommend using the overlay or overlay2 storage drivers
due to a known issue in RHEL. For more information, see https://bugzilla.redhat.com/
show_bug.cgi?id=1518519.

Permissions
Validate that you have permission to:

e Push to a private docker registry. For most OpenShift setups, the registry runs inside the
cluster as a service. You must be able to authenticate with your registry with docker login.

e Pull images from your registry. This might require the creation of a docker-registry secret.

e Have the correct role bindings to pull and push to the registry. For more information, see
Accessing the Registry.

¢ Create and delete projects in your cluster. For OpenShift installations, a project is created
when you run oc new-project.

e Run oc create commands.

Internal cluster network communication

TCP: 8083, 8084

Prisma Cloud Compute Edition Administrator’s Guide 22.06 83 ©2023 Palo Alto Networks, Inc.
(EoL)


https://github.com/PaloAltoNetworks/prisma-cloud-docs/blob/master/compute/admin_guide/install/install_openshift_4.adoc
https://bugzilla.redhat.com/show_bug.cgi?id=1518519
https://bugzilla.redhat.com/show_bug.cgi?id=1518519
https://docs.openshift.com/container-platform/3.10/install_config/registry/accessing_registry.html

Install

External cluster network communication

TCP: 443

The Prisma Cloud Console connects to the Prisma Cloud Intelligence Stream (https://
intelligence.twistlock.com) on TCP port 443 for vulnerability updates. If your Console is unable to
contact the Prisma Cloud Intelligence Stream, follow the guidance for offline environments.

Install Prisma Cloud

Use twistcli to install the Prisma Cloud Console and Defenders. The twistcli utility is included with
every release. After completing this procedure, both Prisma Cloud Console and Prisma Cloud

Defenders will be running in your OpenShift cluster.

Download the Prisma Cloud software

Download the latest Prisma Cloud release to any system where the OpenShift oc client is

installed.

STEP 1| Go to Releases, and copy the link to current recommended release.
STEP 2| Download the release tarball to your cluster controller.

$ wget <LINK TO CURRENT RECOMMENDED RELEASE LINK>

STEP 3| Unpack the release tarball.

$ mkdir twistlock
$ tar xvzf twistlock <VERSION>.tar.gz -C twistlock/

Create an OpenShift project for Prisma Cloud
Create a project named twistlock.

Login to the OpenShift cluster and create the twistlock project:

$ oc new-project twistlock

(Optional) Push the Prisma Cloud images to a private registry

When Prisma Cloud is deployed to your cluster, the images are retrieved from a registry. You have
a number of options for storing the Prisma Cloud Console and Defender images:

e OpenShift internal registry.

e Private Docker v2 registry. You must create a docker-secret to authenticate with the registry.

Alternatively, you can pull the images from the Prisma Cloud cloud registry at deployment
time. Your cluster nodes must be able to connect to the Prisma Cloud cloud registry (registry-

auth.twistlock.com) with TLS on TCP port 443.

This guides shows you how to use both the OpenShift internal registry and the Prisma Cloud
cloud registry. If you're going to use the Prisma Cloud cloud registry, you can skip this section.
Otherwise, this procedure shows you how to pull, tag, and upload the Prisma Cloud images to the

OpenShift internal registry’s twistlock imageStream.
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STEP 1| Determine the endpoint for your OpenShift internal registry. Use either the internal

registry’s service name or cluster IP.

$ oc get svc -n default

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT(S) AGE

docker-registry ClusterIP 172.30.163.181 <none> 5000/
TCP 88d

STEP 2| Pull the images from the Prisma Cloud cloud registry using your access token. The major,

minor, and patch numerals in the <VERSION> string are separated with an underscore. For
exampe, 18.11.128 would be 18_11_128.

$ docker pull \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/
defender:defender <VERSION>

$ docker pull \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/
console:console <VERSION>

STEP 3| Tag the images for the OpenShift internal registry.

$ docker tag \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/

defender:defender <VERSION> \
172.30.163.181:5000/twistlock/private:defender <VERSION>

$ docker tag \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/

console:console <VERSION> \
172.30.163.181:5000/twistlock/private:console <VERSION>

STEP 4| Push the images to the twistlock project’s imageStream.

$ docker push 172.30.163.181:5000/twistlock/
private:defender <VERSION>
$ docker push 172.30.163.181:5000/twistlock/
private:console <VERSION>

Install Console

Use the twistcli tool to generate YAML files or a Helm chart for Prisma Cloud Compute Console.
The twistcli tool is bundled with the release tarball. There are versions for Linux, macOS, and
Windows.

The twistcli tool generates YAML files or helm charts for a Deployment and other service
configurations, such as a PersistentVolumeClaim, SecurityContextConstraints, and so on. Run the
twistcli command with the --help flag for additional details about the command and supported
flags.

You can optionally customize twistlock.cfg to enable additional features. Then run twistcli from the
root of the extracted release tarball.
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Prisma Cloud Console uses a PersistentVolumeClaim to store data. There are two ways to
provision storage for Console:

¢ Dynamic provisioning: Allocate storage for Console on-demand at deployment time. When
generating the Console deployment YAML files or helm chart with twistcli, specify the name of
the storage class with the --storage-class flag. Most customers use dynamic provisioning.

e Manual provisioning: Pre-provision a persistent volume for Console, then specify its label
when generating the Console deployment YAML files. OpenShift uses NFS mounts for the
backend infrastructure components (e.g. registry, logging, etc.). The NFS server is typically one
of the master nodes. Guidance for creating an NFS backed PersistentVolume can be found
here. Also see Appendix: NFS PersistentVolume example.

Option #1: Deploy with YAML files
Deploy Prisma Cloud Compute Console with YAML files.

STEP 1| Generate a deployment YAML file for Console. A number of command variations are
provided. Use them as a basis for constructing your own working command.

Prisma Cloud Console + dynamically provisioned PersistentVolume + image pulled from the
OpenShift internal registry.

$ <PLATFORM>/twistcli console export openshift \
--storage-class "<STORAGE-CLASS-NAME>" \
--image-name "172.30.163.181:5000/twistlock/
private:console <VERSION>" \
--service-type "ClusterIP"

Prisma Cloud Console + manually provisioned PersistentVolume + image pulled from the
OpenShift internal registry. Using the NFS backed PersistentVolume described in Appendix:
NFS PersistentVolume example, pass the label to the --persistent-volume-labels flag to specify
the PersistentVolume to which the PersistentVolumeClaim will bind.

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \
--image-name "172.30.163.181:5000/twistlock/
private:console <VERSION>" \
--service-type "ClusterIP"

Prisma Cloud Console + manually provisioned PersistentVolume + image pulled from the
Prisma Cloud cloud registry. If you omit the --image-name flag, the Prisma Cloud cloud registry
is used by default, and you are prompted for your access token.

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \
--service-type "ClusterIP"

STEP 2| Deploy Console.

$ oc create -f ./twistlock console.yaml

@ You can safely ignore the error that says the twistlock project already exists.
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Option #2: Deploy with Helm chart
Deploy Prisma Cloud Compute Console with a Helm chart.

Prisma Cloud Console Helm charts fail to install on OpenShift 4 clusters due to a Helm bug. If you
generate a Helm chart, and try to install it in an OpenShift 4 cluster, you'll get the following error:

Error: unable to recognize "": no matches for kind
"SecurityContextConstraints" in version "v1"

To work around the issue, you'll need to manually modify the generated Helm chart.

STEP 1| Generate a deployment helm chart for Console. A number of command variations are
provided. Use them as a basis for constructing your own working command.

Prisma Cloud Console + dynamically provisioned PersistentVolume + image pulled from the
OpenShift internal registry.

$ <PLATFORM>/twistcli console export openshift \
--storage-class "<STORAGE-CLASS-NAME>" \
--image-name "172.30.163.181:5000/twistlock/
private:console <VERSION>" \
--service-type "ClusterIP" \
--helm

Prisma Cloud Console + manually provisioned PersistentVolume + image pulled from the
OpenShift internal registry. Using the NFS backed PersistentVolume described in Appendix:
NFS PersistentVolume example, pass the label to the --persistent-volume-labels flag to specify
the PersistentVolume to which the PersistentVolumeClaim will bind.

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \
--image-name "172.30.163.181:5000/twistlock/
private:console <VERSION>" \
--service-type "ClusterIP" \
--helm

Prisma Cloud Console + manually provisioned PersistentVolume + image pulled from the
Prisma Cloud cloud registry. If you omit the --image-name flag, the Prisma Cloud cloud registry
is used by default, and you are prompted for your access token.

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \

--service-type "ClusterIP" \
--helm

STEP 2| Unpack the chart into a temporary directory.

$ mkdir helm-console
$ tar xvzf twistlock-console-helm.tar.gz -C helm-console/

STEP 3| Open helm-console/twistlock-console/templates/securitycontextconstraints.yaml for editing.
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STEP 4| Change apiVersion from v1 to security.openshift.io/v1.
{{- if .Values.openshift }}
apiVersion: security.openshift.io/vl
kind: SecurityContextConstraints

metadata:
name: twistlock-console

STEP 5| Repack the Helm chart

$ cd helm-console/
$ tar cvzf twistlock-console-helm.tar.gz twistlock-console/

STEP 6| Install the updated Helm chart.

$ helm install --namespace=twistlock -g twistlock-console-
helm.tar.gz

Create an external route to Console
Create an external route to Console so that you can access the web Ul and API.

STEP 1| From the OpenShift web interface, go to the twistlock project.

STEP 2| Go to Application > Routes.

STEP 3| Select Create Route.

STEP 4| Enter a name for the route, such as twistlock-console.

STEP 5| Hostname = URL used to access the Console, e.g. twistlock-console.apps.ose.example.com
STEP 6| Path=/

STEP 7| Service = twistlock-console

STEP 8| Target Port = 8083 — 8083

STEP 9| Select the Security > Secure Route radio button.

STEP 10| TLS Termination = Passthrough (if using 8083)

If you plan to issue a custom certificate for Console TLS communication that is trusted and will
allow the TLS establishment with the Prisma Cloud Console, then Select Passthrough TLS for
TCP port 8083.

STEP 11 | Insecure Traffic = Redirect

STEP 12| Click Create.
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Create an external route to Console for external Defenders

If you are planning to deploy Defenders to another cluster and report to this Console, you will
need to create an additional external route to Console so that the Defenders can access the
Console. You need to expose the Prisma Cloud-Console service's TCP port 8084 as external
OpenShift routes. Each route will be an unique, fully qualified domain name.

STEP 1| From the OpenShift web interface, go to the twistlock project.
STEP 2| Go to Application > Routes.

STEP 3| Select Create Route.

STEP 4| Enter a name for the route, such as twistlock-console-8084.

STEP 5| Hostname = URL used to access the Console, using a different hostname, e.g. twistlock-
console-8084.apps.ose.example.com

STEP 6| Path=/

STEP 7| Service = twistlock-console

STEP 8| Target Port = 8084 — 8084

STEP 9| Select the Security > Secure Route radio button.

STEP 10| TLS Termination = Passthrough (if using 8084)

The Defender to Console communication is a mutual TLS secure websocket session.
This communication cannot be intercepted.

STEP 11 | Insecure Traffic = Redirect

STEP 12 | Click Create.

Configure Console

Create your first admin user, enter your license key, and configure Console’s certificate so that
Defenders can establish a secure connection to it.

STEP 1| Inaweb browser, navigate to the external route you configured for Console, e.g. https://
twistlock-console.apps.ose.example.com.

STEP 2| Create your first admin account.

STEP 3| Enter your license key.
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STEP 4| Add a SubjectAlternativeName to Console’s certificate to allow Defenders to establish a
secure connection with Console.

Use either Console’s service name, twistlock-console or twistlock-console.twistlock.svc, or
Console’s cluster IP.

Additionally, if a route for external Defenders was created, add that one to the SAN list too:
twistlock-console-8084.apps.ose.example.com

$ oc get svc -n twistlock

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT (S)

twistlock-console LoadBalancer 172.30.41.62

172.29.61.32,172.29.61.32 8084:3184. ..

1. Go to Manage > Defenders > Names.
2. Click Add SAN and enter Console’s service name.
3. Click Add SAN and enter Console’s cluster IP.

ional names Defenders use to connect to Console

¢t Alternative Name(s) in Console's certificate

1e (SAN)

Install Defender

Prisma Cloud Defenders run as containers on the nodes in your OpenShift cluster. They are
deployed as a DaemonSet. Use the twistcli tool to generate the DaemonSet deployment YAML or
helm chart.

The command has the following basic structure It creates a YAML file named defender.yaml or a
helm chart twistlock-defender-helm.tar.gz in the working directory.

Example for export of a YAML file:

$ <PLATFORM>/twistcli defender export openshift \
--address <ADDRESS> \
--cluster-address <CLUSTER-ADDRESS> \
--cri
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Example for export of a Helm chart:

$ <PLATFORM>/twistcli defender export openshift \
--address <ADDRESS> \
--cluster-address <CLUSTER-ADDRESS> \
--helm \
--cri

The command connects to Console’s API, specified in --address, to generate the Defender
DaemonSet YAML config file or helm chart. The location where you run twistcli (inside or outside
the cluster) dictates which Console address should be supplied.

The --cluster-address flag specifies the address Defender uses to connect to Console. For
Defenders deployed inside the cluster, specify Prisma Cloud Console’s service name, twistlock-
console or twistlock-console.twistlock.svc, or cluster IP address. For Defenders deployed outside
the cluster, specify the external route for the Console over port 8084 created before, twistlock-
console-8084.apps.ose.example.com, if the external route is not exposing port 8084, specify the

port in the address, e.g. twistlock-console-8084.apps.ose.example.com:443 within the defender
daemonSet yaml.

Example: Edit the resulting defender.yaml and change: - name: WS_ADDRESS value: wss://
twistlock-console-8084.apps.ose.example.com:8084 to - name: WS_ADDRESS value: wss://
twistlock-console-8084.apps.ose.example.com:443

If SELinux is enabled on the OpenShift nodes, pass the --selinux-enabled argument to twistcli.

For managed clusters, Prisma Cloud automatically gets the cluster name from the cloud provider.
To override the the cloud provider’s cluster name, use the --cluster option. For self-managed
clusters, manually specify a cluster name with the --cluster option.

Option #1: Deploy with YAML files
Deploy the Defender DaemonSet with YAML files.

STEP 1| Generate the Defender DaemonSet YAML. A number of command variations are provided.

Use them as a basis for constructing your own working command.

Outside the OpenShift cluster + pull the Defender image from the Prisma Cloud cloud
registry. Use the OpenShift external route for your Prisma Cloud Console, --address https://
twistlock-console.apps.ose.example.com. Designate Prisma Cloud’s cloud registry by omitting the
--image-name flag. Defining CRI-O as the default container engine by using the cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://twistlock-console.apps.ose.example.com \
--cluster-address 172.30.41.62 \
--selinux-enabled \
--cri

Outside the OpenShift cluster + pull the Defender image from the OpenShift internal registry.
Use the --image-name flag to designate an image from the OpenShift internal registry. Defining
CRI-O as the default container engine by using the cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://twistlock-console.apps.ose.example.com \
--cluster-address 172.30.41.62 \
--selinux-enabled \
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--image-name 172.30.163.181:5000/twistlock/
private:defender <VERSION> \
--cri

Inside the OpenShift cluster + pull the Defender image from the Prisma Cloud cloud registry.
When generating the Defender DaemonSet YAML with twistcli from a node inside the cluster,
use Console’s service name (twistlock-console) or cluster IP in the --cluster-address flag. This
flag specifies the endpoint for the Prisma Cloud Compute APl and must include the port
number. Defining CRI-O as the default container engine by using the cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://172.30.41.62:8083 \
--cluster-address 172.30.41.62 \
--selinux-enabled \
--cri

Inside the OpenShift cluster + pull the Defender image from the OpenShift internal registry.
Use the --image-name flag to designate an image in the OpenShift internal registry. Defining
CRI-O as the default container engine by using the -cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://172.30.41.62:8083 \
--cluster-address 172.30.41.62 \
--selinux-enabled \
--image-name 172.30.163.181:5000/twistlock/
private:defender <VERSION> \
--cri

STEP 2| Deploy the Defender DaemonSet.

$ oc create -f ./defender.yaml

Option #2: Deploy with Helm chart

Deploy the Defender DaemonSet with a Helm chart.

Prisma Cloud Defenders Helm charts fail to install on OpenShift 4 clusters due to a Helm bug. If

you generate a Helm chart, and try to install it in an OpenShift 4 cluster, you'll get the following
error:

Error: unable to recognize "": no matches for kind

"SecurityContextConstraints" in version "v1"

To work around the issue, you'll need to manually modify the generated Helm chart.

STEP 1|

Generate the Defender DaemonSet helm chart. A number of command variations are
provided. Use them as a basis for constructing your own working command.

Outside the OpenShift cluster + pull the Defender image from the Prisma Cloud cloud
registry. Use the OpenShift external route for your Prisma Cloud Console, --address https://
twistlock-console.apps.ose.example.com. Designate Prisma Cloud’s cloud registry by omitting the
--image-name flag. Defining CRI-O as the default container engine by using the -cri flag.

$ <PLATFORM>/twistcli defender export openshift \
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--address https://twistlock-console.apps.ose.example.com \
--cluster-address 172.30.41.62 \

--helm \

--cri

Outside the OpenShift cluster + pull the Defender image from the OpenShift internal registry.
Use the --image-name flag to designate an image from the OpenShift internal registry. Defining
CRI-O as the default container engine by using the -cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://twistlock-console.apps.ose.example.com \
--cluster-address 172.30.41.62 \
--image-name 172.30.163.181:5000/twistlock/
private:defender <VERSION> \
--helm \
--cri

Inside the OpenShift cluster + pull the Defender image from the Prisma Cloud cloud registry.
When generating the Defender DaemonSet YAML with twistcli from a node inside the cluster,
use Console’s service name (twistlock-console) or cluster IP in the --cluster-address flag. This
flag specifies the endpoint for the Prisma Cloud Compute APl and must include the port
number. Defining CRI-O as the default container engine by using the -cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://172.30.41.62:8083 \
--cluster-address 172.30.41.62 \
--helm \
--cri

Inside the OpenShift cluster + pull the Defender image from the OpenShift internal registry.
Use the --image-name flag to designate an image in the OpenShift internal registry. Defining
CRI-O as the default container engine by using the -cri flag.

$ <PLATFORM>/twistcli defender export openshift \
--address https://172.30.41.62:8083 \
--cluster-address 172.30.41.62 \
--image-name 172.30.163.181:5000/twistlock/
private:defender <VERSION> \
--helm \
--cri

STEP 2| Unpack the chart into a temporary directory.

$ mkdir helm-defender
$ tar xvzf twistlock-defender-helm.tar.gz -C helm-defender/

STEP 3| Open helm-console/twistlock-defender/templates/securitycontextconstraints.yaml for editing.
STEP 4| Change apiVersion from v1 to security.openshift.io/v1.
{{- if .Values.openshift }}

apiVersion: security.openshift.io/v1l
kind: SecurityContextConstraints
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metadata:
name: twistlock-console

STEP 5| Repack the Helm chart

$ cd helm-defender/

$ tar cvzf twistlock-defender-helm.tar.gz twistlock-defender/

STEP 6| Install the updated Helm chart.

$ helm install --namespace=twistlock -g twistlock-defender-

helm.tar.gz

Confirm the Defenders were deployed.

1. In Prisma Cloud Console, go to Manage > Defenders > Manage to see a list of deployed

Defenders.

oy Swarm

ve disconnected Defenders after (days) 1

\ Defender is installed on each host Twistlock protects.

Version Type Listener Type Roles
2.5127 Daemon Set on Linux Mone
2.5127 Daemon Set on Linux Mone
2.5127 Daemon Set on Linux MNone
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2. In the OpenShift Web Console, go to the Prisma Cloud project’s monitoring window to see
which pods are running.

\TFORM

itoring
S
twistlock-defender-ds-2thrx ~ i L
_ o~ Running - 1/1 ready
created 7 minutes ago
twistlock-defender-ds-69p7m £ Running - 1/1 ready
created 7 minutes dg0 = l -
twistlock-defender-ds-mzw, )
I _ “FE =~ Running - 1/1 ready
created 7 minutes ago
twistlock-console-vcfak £ Running - 1/1 ready

created & hours ago

3. Using the OpenShift CLI to see the DaemonSet pod count.

$ oc get ds -n twistlock

NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR  AGE

twistlock-defender-ds 4 3 3 3

3 <none> 29m

@ The desired and current pod counts do not match. This is a job for the nodeSelector.

Control Defender deployments with taint

You can deploy Defenders to all nodes in an OpenShift cluster (master, infra, compute). OpenShift
Container Platform automatically taints infra and master nodes These taints have the NoSchedule
effect, which means no pod can be scheduled on them.
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To run the Defenders on these nodes, you can either remove the taint or add a toleration to the
Defender DaemonSet. Once this is done, the Defender Daemonset will automatically be deployed
to these nodes (no need to redeploy the Daemonset). Adjust the guidance in the following
procedure according to your organization’s deployment strategy.

e Option 1 - remove taint all nodes:

$ oc adm taint nodes --all node-role.kubernetes.io/master-
e Option 2 - remove taint from specific nodes:

$ oc adm taint nodes <node-name> node-role.kubernetes.io/master-
e Option 3 - add tolerations to the twistlock-defender-ds DaemonSet:

$ oc edit ds twistlock-defender-ds -n twistlock

Add the following toleration in PodSpec (DaemonSet.spec.template.spec)
tolerations:
- key: "node-role.kubernetes.io/master"

operator: "Exists"
effect: "NoSchedule"

Uninstall

To uninstall Prisma Cloud, delete the twistlock project, then delete the Prisma Cloud
PersistentVolume.

STEP 1| Delete the twistlock Project

$ oc delete project twistlock

STEP 2| Delete the twistlock PersistentVolume

$ oc delete pv twistlock

Appendix: NFS PersistentVolume example

Create an NFS mount for the Prisma Cloud Console’s PV on the host that serves the NFS mounts.

STEP 1| mkdir /opt/twistlock_console

STEP 2| Check selinux: sestatus

STEP 3| chcon -R -t svirt_sandbox_file_t -1 sO /opt/twistlock_console

STEP 4| sudo chown nfsnobody /opt/twistlock_console

STEP 5| sudo chgrp nfsnobody /opt/twistlock_console

STEP 6| Check perms with: Is -1Z /opt/twistlock_console (drwxr-xr-x. nfsnobody nfsnobody

system_u:object_r:svirt_sandbox_file_t:sO)
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STEP 7| Create /etc/exports.d/twistlock.exports

STEP 8| In the /etc/exports.d/twistlock.exports add in line /opt/twistlock_console
*(rw,root_squash)

STEP 9| Restart nfs mount sudo exportfs -ra
STEP 10 | Confirm with showmount -e

STEP 11 | Get the IP address of the Master node that will be used in the PV (ethO, openshift uses 172.
for node to node communication). Make sure TCP 2049 (NFS) is allowed between nodes.

STEP 12 | Create a PersistentVolume for Prisma Cloud Console.

The following example uses a label for the PersistentVolume and the volume and claim pre-
binding features. The PersistentVolumeClaim uses the app-volume: twistlock-console label to
bind to the PV. The volume and claim pre-binding claimref ensures that the PersistentVolume
is not claimed by another PersistentVolumeClaim before Prisma Cloud Console is deployed.

apiVersion: vl
kind: PersistentVolume
metadata:
name: twistlock
labels:
app-volume: twistlock-console
storageClassName: standard
spec:
capacity:
storage: 100Gi
accessModes:
- ReadWriteOnce
nfs:
path: /opt/twistlock console
server: 172.31.4.59
persistentVolumeReclaimPolicy: Retain
claimRef:
name: twistlock-console
namespace: twistlock

Appendix: Implementing SAML federation with a Prisma Cloud
Console inside an OpenShift cluster

When federating Prisma Cloud Console that is accessed through an OpenShift external

route with a SAML v2.0 Identity Provider (IdP), the SAML authentication request’s
AssertionConsumerServiceURL value must be modified. Prisma Cloud automatically generates
the AssertionConsumerServiceURL value sent in a SAML authentication request based on
Console’s configuration. When Console is accessed through an OpenShift external route, the
URL for Console’s APl endpoint is most likely not the same as the automatically generated
AssertionConsumerServiceURL. Therefore, you must configure the AssertionConsumerServiceURL
value that Prisma Cloud sends in the SAML authentication request.

STEP 1| Loginto Prisma Cloud Console.
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STEP 2| Go to Manage > Authentication > SAML.

STEP 3| In Console URL, define the AssertionConsumerServiceURL.

In this example, enter https://twistlock-console.apps.ose.example.com
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Console on Fargate
Edit on GitHub

You can run Prisma Cloud Console in AWS Fargate.

This procedure assumes you've already created an ECS cluster.

Create a security group

Create a security group that opens ports 8083-8084 for Prisma Cloud Console and port 2049 for
NFS.

STEP 1| Inthe AWS console, go to Services > Compute > EC2 > Security Groups.
STEP 2| Click Create security group.

STEP 3| In Security group name, enter a name, such as pc-security-group.

STEP 4| In Description, enter Prisma Cloud Compute Console on Fargate.

STEP 5| InVPC, select the VPC where your ECS cluster runs.

STEP 6| Create an inbound rule for Prisma Cloud Console ports.
1. Under Inbound rules , click Add rule.
2. Under Type, select Custom TCP.
3. Under Port range, enter 8083-8084.
4. Under Source, select Anywhere.

STEP 7| Create an inbound rule for NFS, where Console stores its data.
1. Click Add rule.
2. Under Type, select NFS.
3. Under Source, select Anywhere.

STEP 8| Click Create security group.

STEP 9| Write down the security group ID and save it for later.

Create an EFS file system

Create a highly available file system for Console to store its data.

STEP 1| Inthe AWS console, go to Services > Storage > EFS.
STEP 2| Click Create file system.
STEP 3| Click Customize to open a more detailed dialog.

STEP 4| Enter a value for Name, such as pc-efs-console.
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STEP 5| Set the throughput mode to Provisioned.

STEP 6| Set Provisioned Throughput (MiB/s) to 0.1 MiB/s per Defender that will be deployed.
STEP 7| Click Next.

STEP 8| InVPC, select the VPC where your EC2 cluster runs and the relevant mount targets.
STEP 9| For each mount target, change the security group to the ID of the pc-security-group.
STEP 10 | Click Next, accepting all defaults, until the file system is created.

STEP 11 | Write down the file system ID and save it for later.

Create target groups
Create two target groups for the load balancer, one for port 8083 and one for port 8084.
STEP 1| Inthe AWS console, go to Services > Compute > EC2 > Load Balancing > Target Groups.
STEP 2| Click Create target group.
STEP 3| In Basic configuration, select IP addresses.
STEP 4| Enter a value for Name, such as pc-tgt-8083 or pc-tgt-8084.
STEP 5| Set Protocol to TCP and Port to 8083 or 8084 respectively.
STEP 6| InVPC, select the VPC where your ECS cluster runs.

STEP 7| For port 8083 only, specify the following health check configuration:

e Health check protocol: HTTPS
¢ Health check path: /
e Port: Traffic port

e Accept the default values for all other settings.
STEP 8| Click Next, and then click Create target group.

STEP 9| Repeat the process for port 8084, but accept the default values for the health check
configuration.

The health check protocol for 8084 must be TCP.

STEP 10 | Write down the ARN for both target groups, and save them for later.

Create a load balancer
Create a network load balancer to route traffic to the Console container.

STEP 1| Inthe AWS console, go to Services > Compute > EC2 > Load Balancers.

STEP 2| Click Create Load Balancer.
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STEP 3| Choose Network Load Balancer and Create.
STEP 4| Enter a value for Name, such as pc-ecs-Ib.

STEP 5| Under Network mapping, select the VPC and subnet where the Prisma Cloud Console task
will run.

STEP 6| Under Listeners and routing, create a listener for port 8083.
1. Set Protocol to TCP.
2. Set Port to 8083.
3. Set Default action to Forward to: pc-tgt-8083.

STEP 7| Create a listener for port 8084.
1. Click Add listener.
2. Set Protocol to TCP.
3. Set Port to 8084.
4. Set Default action to Forward to: pc-tgt-8084.

STEP 8| Click Create load balancer.

STEP 9| Write down the DNS name for the load balancer, and save it for later.

Create task definition
Use twistcli to generate a task definition for Console.
Each task definition's Console can support up to 1000 deployed Defenders.

The following table lists valid values for cpu-limit and memory-limit:

CPU limit Memory limit (MiB)

1024 (1 vCPU) 2048 (2 GB), 3072 (3 GB), 4096 (4 GB), 5120 (5 GB), 6144 (6
GB), 7168 (7 GB), 8192 (8 GB)

2048 (2 vCPU) Between 4096 (4 GB) and 16384 (16 GB) in increments of
1024 (1 GB)

4096 (4 vCPU) Between 8192 (8 GB) and 30720 (30 GB) in increments of
1024 (1 GB)

STEP 1| Download the Prisma Cloud Compute Edition release tarball, and unpack it.
STEP 2| Run twistcli to create the task definition.

./<PLATFORM>/twistcli console export fargate \
--registry-token <registry token> \
--cluster-ip <load balancer dns name> \
--memory-limit <memory limit number> \
--cpu-limit <cpu limit number> \
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--efs-volume <efs ID>
For example:

./linux/twistcli console export fargate \
--registry-token <my registry token id string> \
--cluster-ip my-fargate-console-dns-address.elb.us-
east-1.amazonaws.com \

--memory-limit 8192 \

--cpu-limit 2048 \

--efs-volume fs-12345678

STEP 3| Inthe AWS console, go to Services > Containers > Elastic Container Service > Task
Definitions.

STEP 4| Click Create new Task Definition.
STEP 5| Click Fargate, then Next step.
STEP 6| Scroll to the bottom of the page, and click Configure via JSON.

STEP 7| Clear the text box, paste the contents of twistlock-console.json which was generated by
twistcli, and click Save.

STEP 8| In Task Role, specify ecsTaskExecutionRole.
STEP 9| Click Create.
STEP 10 | Click View Task Definition.

STEP 11 | Copy the task definition name and revision (e.g., pc-console:1).

Create Fargate service

Create the Fargate service.

STEP 1| Inthe AWS console, go to Services > Networking & Content Delivery > VPC > Subnets.

STEP 2| Filter the subnets by the VPC where your ECS cluster runs, and write down subnet IDs of the
relevant availability zones.

STEP 3| Fill out the ECS service JSON with all values you've set aside until now.

Replace the strings between the < > characters, and save the file with the name fargate-pc-
console-service.json.

{
"cluster": "<cluster name>",
"serviceName": "pc-console",
"taskDefinition": "<task definition name>:<revision>",
"loadBalancers": [
{
"targetGroupArn": "<pc-tgt-8083 ARN>",
"containerName": "twistlock-console",
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"containerPort": 8083

+, ;
“targetGroupArn": "<pc-tgt-8083 ARN>",
"containerName": "twistlock-console",
"containerPort": 8084

}

I,
"desiredCount": 1,

"launchType": "FARGATE",

"deploymentConfiguration": {
“maximumPercent”: 100,
"minimumHealthyPercent”: 0

"platformVersion": "1.4.0",
"networkConfiguration": {
"awsvpcConfiguration": {
"subnets": [
"<subnet ID>",
"<subnet ID>"

1,

"securityGroups": [
"<security group ID>"

1,

"assignPublicIp": "ENABLED"
}

T,
"enableECSManagedTags": true

STEP 4| Create the service using awscli.

aws ecs create-service --cli-input-json file://path/to/fargate-pc-
console-service.json

If successful the service is successfully created, awscli outputs the full JSON for the service
being deployed.

STEP 5| Inthe AWS console, go to Services > Containers > Elastic Container Service > Clusters, click
your cluster.

STEP 6| In the Services tab, click the service name (pc-console).

You should see the details for load balancing and network access.

STEP 7| In the Tasks tab, you should find details about the running container.

Log into Prisma Cloud Console

Open a web browser and go to https://<Load balancer DNS name>:8083. Create an initial admin
account, and then enter your license to activate Console.
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Amazon ECS

Edit on GitHub

This guide shows you how to deploy Prisma Cloud in an ECS cluster with a single infrastructure
node and two worker nodes. Console runs on the infrastructure node. An instance of Defender
runs on each node in the cluster.

Console is the Prisma Cloud management interface It runs as a service in your ECS cluster. The
parameters of the service are described in a task definition, and the task definition is written in
JSON format.

Defender protects your containerized environment according to the policies you set in Prisma
Cloud Console It also runs a service in your ECS cluster. To automatically deploy an instance of
Defender on each node in your cluster, you'll run the Defender task as a daemon service.

The installation described in this article is meant to be highly available. Data is persisted across
nodes. If an infrastructure node were to go down, ECS can reschedule the Console service on any
healthy node, and Console will continue to have access to its state. To enable this capability, you'll
attach storage that’s accessible from each of your infrastructure nodes, and Amazon Elastic File
System (EFS) is an excellent option.

When you have multiple infrastructure nodes, ECS can schedule Console on any of them.
Defenders need a reliable way to connect to Console. A load balancer automatically directs traffic
to the node where Console runs, and offers a stable interface that Defenders can use to connect
to Console and that operators can use to access its web interface.

We assume you are deploying Prisma Cloud to the default VPC. If you are not using the
default VPC, adjust your settings accordingly.

This guide assumes you know very little about AWS ECS. As such, it is extremely prescriptive, and
includes step for building your cluster. If you are already familiar with AWS ECS and do not need
assistance navigating the interface, simply read the section synopsis, which summarizes all key
configurations. To better understand clusters, read our cluster context topic.

Download the Prisma Cloud software
The Prisma Cloud release tarball contains all the release artifacts.

STEP 1| Download the latest recommended release.
STEP 2| Retrieve the release tarball.

$ wget <LINK TO CURRENT RECOMMENDED RELEASE LINK>

STEP 3| Unpack the Prisma Cloud release tarball.

$ mkdir twistlock
$ tar xvzf prisma cloud compute edition <VERSION>.tar.gz -C
twistlock/
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Create a cluster

Create an empty cluster named pc-ecs-cluster. Later, you will create launch configurations and
auto-scaling groups to start EC2 instances in the cluster.

STEP 1| Loginto the AWS Management Console.

STEP 2| Go to Services > Containers > Elastic Container Service.
STEP 3| Click Create Cluster.

STEP 4| Select Networking only, then click Next Step.

STEP 5| Enter a cluster name, such as pc-ecs-cluster.

STEP 6| Click Create.

Create a security group

Create a new security group named pc-security-group that opens the following ports. This security
group will be associated with resources in your cluster.

Port Description

8083 Prisma Cloud Console’s Ul and API.

8084 Prisma Cloud secure websocket for Console-Defender communication.
2049 NFS for Prisma Cloud Console to access its state.

22 SSH for managing nodes.

You can harden this configuration as required. For example, you might want to limit access to port
22 to specific source IPs.

STEP 1| Go to Services > Compute > EC2.

STEP 2| In the left menu, click NETWORK & SECURITY > Security Groups.
STEP 3| Click Create Security Group.

STEP 4| In Security group name, enter a name, such as pc-security-group.
STEP 5| In Description, enter Prisma Cloud ports.

STEP 6| InVPC, select your default VPC.

STEP 7| Under the Inbound rules section, click Add Rule.
1. Under Type, select Custom TCP.
2. Under Port Range, enter 8083-8084.
3. Under Source, select Anywhere.
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STEP 8| Click Add Rule.
1. Under Type, select NFS.
2. Under Source, select Anywhere.

STEP 9| Click Add Rule.
1. Under Type, select SSH.
2. Under Source, select Anywhere.

STEP 10| Click Create security group.

Create an EFS file system for Console

Create the Console EFS file system, and then get the command that will be used to mount the file
system on every infrastructure node.

The EFS file system and ECS cluster must be in the same VPC and security group.

Prerequisites: Prisma Cloud Console depends on an EFS file system with the following
performance characteristics:

e Performance mode: General purpose.

¢ Throughput mode: Provisioned. Provision 0.1 MiB/s per deployed Defender. For example, if
you plan to deploy 10 Defenders, provision 1 MiB/s of throughput.

STEP 1| Loginto the AWS Management Console.

STEP 2| Go to Services > Storage > EFS.

STEP 3| Click Create File System.

STEP 4| Enter a value for Name, such as pc-efs-console
STEP 5| Selecta VPC.

STEP 6| Click Customize.

STEP 7| Set throughput mode to Provisioned, and set Throughput to 0.1 MiB/s per Defender to be
deployed.

For example, if you plan to deploy ten Defenders, set throughput to 1 MiB/s (10 Defenders *
0.1 MiB/s = 1 MiB/s).

STEP 8| Click Next.

STEP 9| For each mount target, select the pc-security-group.
STEP 10 | Click Next.

STEP 11 | In File System Policy, click Next.

STEP 12 | Review your settings and click Create.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 106 ©2023 Palo Alto Networks, Inc.
(EoL)



Install

STEP 13 | Click View file system.

STEP 14 | Click Attach, copy the NFS client mount command, and set it aside for later.

You will use the mount command when setting up Console’s launch configuration.

Set up a load balancer

Set up an AWS Classic Load Balancer, and capture the Load Balancer DNS name.

You'll create two load balancer listeners. One is used for Console’s Ul and API, which are served
on port 8083. Another is used for the websocket connection between Defender and Console,
which is established on port 8084.

For detailed instructions on how to create a load balancer for Console, see Configure an AWS
Load Balancer for ECS.

Deploy Console

Launch an infrastructure node that runs in the cluster, then start Prisma Cloud Console as a
service on that node.

Create a launch configuration for the infrastructure node

Launch configurations are templates that are used by an auto-scaling group to start EC2 instances
in your cluster.

Create a launch configuration named pc-infra-node that:

e Creates an instance type of t2.xlarge, or higher. For more information about Console’s
minimum requirements, see the system requirements.

e Runs Amazon ECS-Optimized Amazon Linux 2 AMI.
e Uses the ecsinstanceRole IAM role.

e Runs a user data script that joins the pc-ecs-cluster and defines a custom attribute named
purpose with a value of infra. Console tasks will be placed to this instance.

STEP 1| Go to Services > Compute > EC2.

STEP 2| In the left menu, click Auto Scaling > Launch Configurations.

STEP 3| Click Create launch configuration.

STEP 4| In Name, enter a name for your launch configuration, such as pc-infra-node.

STEP 5| In Amazon machine image, select Amazon ECS-Optimized Amazon Linux 2 AMI.

You can get a complete list of per-region Amazon ECS-optimized AMIs from here.

STEP 6 | Under instance type, select t2.xlarge.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 107 ©2023 Palo Alto Networks, Inc.
(EoL)


https://docs.aws.amazon.com/AmazonECS/latest/developerguide/ecs-optimized_AMI.html

Install

STEP 7| Under Additional Configuration:
1. InlAM instance profile, select ecsinstanceRole.

™ If this role doesn’t exist, create it. For complete details, see Amazon ECS
8 .
Container Instance IAM Role.

2. Under User data, select Text, and paste the following code snippet, which installs the
NFS utilities and mounts the EFS file system:

#!/bin/bash

cat <<'EOF' >> /etc/ecs/ecs.config

ECS CLUSTER=pc-ecs-cluster

ECS INSTANCE ATTRIBUTES={"purpose": "infra"}
EOF

yum install -y nfs-utils
mkdir /twistlock console
<CONSOLE_MOUNT COMMAND> /twistlock console

mkdir -p /twistlock console/var/lib/twistlock
mkdir -p /twistlock console/var/lib/twistlock-backup
mkdir -p /twistlock console/var/lib/twistlock-config

ECS_CLUSTER must match your cluster name. If you've named your cluster something
other than pc-ecs-cluster, then update the user data script accordingly.

<CONSOLE_MOUNT_COMMAND?> is the Console mount command you copied from
the AWS Management Console after creating your console EFS file system. The mount
target must be /twistlock_console, not the efs mount target provided in the sample
command.

3. (Optional) In IP Address Type, select Assign a public IP address to every instance.

With this option, you can easily SSH to this instance to troubleshoot issues.

STEP 8| Under Security groups:
1. Select Select an existing security group.
2. Select pc-security-group.

STEP 9| Under Key pair (login), select an existing key pair, or create a new key pair so that you can
access your instances.

STEP 10 | Click Create launch configuration.

Create an auto scaling group for the infrastructure node
Launch a single instance of the infrastructure node into your cluster.

STEP 1| Go to Services > Compute > EC2.
STEP 2| In the left menu, click Auto Scaling > Auto Scaling Groups.

STEP 3| Click Create an Auto Scaling group.
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STEP 4| In Choose launch template or configuration:
1. In Auto Scaling group Name, enter pc-infra-autoscaling.
2. In Launch template, click Switch to launch configuration.
3. Select pc-infra-node.
4. Click Next.

STEP 5| Under Configure settings:
1. InVPC, select your default VPC.
2. In Subnet, select a public subnet, such as 172.31.0.0/20.
3. Click Skip to review.

STEP 6| Review the configuration and click Create Auto Scaling Group.

After the auto scaling group spins up (it will take some time), validate that your cluster has one
container instance, where a container instance is the ECS vernacular for an EC2 instance that
has joined the cluster and is ready to accept container workloads:

e Go to Services > Containers > Elastic Container Service. The count for Container instances
should be 1.

e Click on the cluster, then click on the ECS Instances tab. In the status table, there should be
a single entry. Click on the link under the EC2 Instance column. In the details page for the
EC2 instance, record the Public DNS.

Copy the Prisma Cloud config file into place

The Prisma Cloud API serves the version of the configuration file used to instantiate Console.
Use scp to copy twistlock.cfg from the Prisma Cloud release tarball to /twistlock_console/var/lib/
twistlock-config on the infrastructure node.

STEP 1| Upload twistlock.cfg to the infrastructure node.
1. Go to the directory where you unpacked the Prisma Cloud release tarball.
2. Copy twistlock.cfg to the infrastructure node.

$ scp -1 <PATH-TO-KEY-FILE> twistlock.cfg ec2-
user@<ECS INFRA NODE DNS NAME>:~

STEP 2| SSH to the infrastructure node.

$ ssh -i <PATH-TO-KEY-FILE> ec2-user@<ECS INFRA NODE_DNS_NAME>

STEP 3| Copy the twistlock.cfg file into place.

$ sudo cp twistlock.cfg /twistlock console/var/lib/twistlock-config

STEP 4| Close your SSH session.

$ exit
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Create a Prisma Cloud Console task definition

Prisma Cloud provides a task definition template for Console. Download the template, then
update the variables specific to your environment. Finally, load the task definition in ECS.

Prerequisites:

e The task definition provisions sufficient resources for Console to operate. The template
specifies reasonable defaults. For more information, see the system requirements.

STEP 1| Download the Prisma Cloud Compute Console task definition, and open it for editing.

STEP 2| Update the value for image.
Replace the following placeholder strings with the appropriate values:

e <ACCESS-TOKEN>—Your Prisma Cloud access token. All characters must be lowercase.

e <VERSION>—Version of the Console image to use. For example, for version 20.04.177,
specify 20_04_177. The image and tag will look like console:console_20_04_177.

STEP 3| Update the value for'<ECS_INFRA_NODE_IPADDR>" to the Load Balancer’'s DNS name.
STEP 4| Go to Services > Containers > Elastic Container Service.

STEP 5| In the left menu, click Task Definitions.

STEP 6| Click Create new Task Definition.

STEP 7| Select EC2, and then click Next step.

STEP 8| In Step 2: Configure task and container definitions, scroll to the bottom of the page and click
Configure via JSON.

STEP 9| Delete the default task definition, and replace it with the Prisma Cloud Compute Console
task definition.

STEP 10 | Click Save.
STEP 11 | (Optional) Change the name of the task definition. By default, its name is pc-console.

STEP 12| Click Create.

Start the Prisma Cloud Console service

Create the Console service using the previously defined task definition. A single instance of
Console will run on the infrastructure node.

STEP 1| Go to Services > Containers > Elastic Container Service.
STEP 2| In the left menu, click Clusters.
STEP 3| Click on your cluster.

STEP 4| In the Services tab, then click Create.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 110 ©2023 Palo Alto Networks, Inc.
(EoL)


https://cdn.twistlock.com/docs/attachments/amazon-ecs-task-pc-console.json

Install

STEP 5| In Step 1: Configure service:
1. For Launch type, select EC2.
For Task Definition, select pc-console.
In Service Name, enter pc-console.
In Number of tasks, enter 1.
Click Next Step.

oA LN

STEP 6| In Step 2: Configure network:
1. For Load Balancer type, select Classic Load Balancer.
For Service IAM role, leave the default ecsServiceRole.
For Load Balancer Name, select previously created load balancer.
Unselect Enable Service discovery integration
click Next Step.

oA LN

STEP 7| In Step 3: Set Auto Scaling, accept the defaults, and click Next.
STEP 8| In Step 4: Review, click Create Service.
STEP 9 | Wait for the service to launch, and then click View Service.

STEP 10 | Wait for Last status to change to RUNNING (it can take a few minutes), and then proceed to
the next step.

Configure Prisma Cloud Console
Navigate to Console’s web interface, create your first admin account, and enter your license.

STEP 1| Start a browser, then navigate to https://<LB_DNS_NAME>:8083
STEP 2| At the login page, create your first admin account. Enter a username and password.

STEP 3| Enter your license key, then click Register.

Deploy Defender

Create worker nodes in your ECS cluster, create a task definition for the Prisma Cloud Defender,
and then create a service of type Daemon to deploy Defender to every node in the cluster.

If you already have worker nodes in your cluster, skip directly to creating the Defender task
definition.
Create a launch configuration for worker nodes
Create a launch configuration named pc-worker-node that:
e Runs the Amazon ECS-Optimized Amazon Linux 2 AMI.
e Uses the ecsInstanceRole IAM role.

¢ Runs a user data script that joins the pc-ecs-cluster and runs the commands required to install
Defender.
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STEP 1|
STEP 2|
STEP 3|
STEP 4|
STEP 5|

STEP 6 |

STEP 7|

STEP 8|

STEP 9 |

Go to Services > Compute > EC2.

In the left menu, click Auto Scaling > Launch Configurations.

Click Create Launch Configuration

In Name, enter a name for your launch configuration, such as pc-worker-node.

In Amazon machine image, select Amazon ECS-Optimized Amazon Linux 2 AMI.

You can get a complete list of per-region Amazon ECS-optimized AMIs from here.
Choose an instance type, such as t2.medium.

Under Additional configuration:
1. InlIAM instance profile, select ecsinstanceRole.
2. Under User data, select Text, and paste the following code snippet:

#!/bin/bash
echo ECS CLUSTER=pc-ecs-cluster >> /etc/ecs/ecs.config

Where:

e ECS_CLUSTER must match your cluster name. If you've named your cluster something
other than pc_ecs_cluster, then modify your user data script accordingly.

3. (Optional) In IP Address Type, select Assign a public IP address to every instance.
With this option, you can easily SSH to this instance to troubleshoot issues.
Under Security groups:

1. Select Select an existing security group.
2. Select pc-security-group.

Under Key pair (login), select an existing key pair, or create a new key pair so that you can
access your instances.

STEP 10 | Click Create launch configuration.

Create

an auto scaling group for worker nodes

Launch two worker nodes into your cluster.

STEP 1|
STEP 2|

STEP 3|

Go to Services > Compute > EC2.
In the left menu, click Auto Scaling > Auto Scaling Groups.

Click Create an Auto Scaling group.
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STEP 4| In Choose launch template or configuration:
1. In Auto Scaling group Name, enter pc-worker-autoscaling.
2. In Launch template, click Switch to launch configuration.
3. Select pc-worker-node.
4. Click Next.

STEP 5| Under Configure settings:
1. InVPC, select your default VPC.
2. In Subnet, select a public subnet, such as 172.31.0.0/20.
3. Click Next.

STEP 6| In Configure advanced options, accept the defaults, and click Next.

STEP 7| In Configure group size and scaling policies:
1. Set Desired capacity to 2.
2. Leave Minimum capacity at 1.
3. Set Maximum capacity to 2.
4. Click Skip to review.
STEP 8| Review the configuration and click Create Auto Scaling Group.

After the auto scaling group spins up (it will take some time), validate that your cluster has
three container instances.

1. Go to Services > Containers > Elastic Container Service.
2. The count for Container instances in your cluster should now be a total of three.

Create a Prisma Cloud Defender task definition
Generate a task definition for Defender in Prisma Cloud Console.

STEP 1| Loginto Prisma Cloud Compute Console.

STEP 2| Go to Manage > Defenders > Deploy > Defenders.
STEP 3| In Deployment method, select Orchestrator.

STEP 4| For orchestrator type, select ECS.

STEP 5| For the name that Defender uses to connect to Console, select the DNS name of the load
balancer that sits in front of Console.

STEP 6| In Specify a cluster name, leave the field blank.

Console will automatically retrieve the cluster name from AWS. Only enter a value if you want
to override the cluster name assigned in AWS.

STEP 7| In Specify ECS task name, leave the field blank.

By default, the task name is pc-defender.
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STEP 8| Click Download to download the task definition.

STEP 9| Loginto AWS.

STEP 10 | Go to Services > Containers > Elastic Container Service.

STEP 11 | In the left menu, click Task Definitions.

STEP 12| Click Create new Task Definition.

STEP 13| In Step 1: Select launch type compatibility, select EC2, then click Next step.

STEP 14 | In Step 2: Configure task and container definitions, scroll to the bottom of the page and click
Configure via JSON.

STEP 15 | Delete the contents of the window, and replace it with the Prisma Cloud Console task
definition you just generated.

STEP 16 | Click Save.

STEP 17 | (Optional) Change the name of the task definition before creating it. The default name is pc-
defender.

STEP 18| Click Create.

Start the Prisma Cloud Defender service

Create the Defender service using the task definition. With Daemon scheduling, ECS schedules
one Defender per node.

STEP 1| Go to Services > Containers > Elastic Container Service.
STEP 2| In the left menu, click Clusters.

STEP 3| Click on your cluster.

STEP 4| In the Services tab, click Create.

STEP 5| In Step 1: Configure service:
1. For Launch type, select EC2.
For Task Definition, select pc-defender.
In Service Name, enter pc-defender.
In Service Type, select Daemon.
Click Next Step.

oA N

STEP 6| In Step 2: Configure network, accept the defaults, and click Next step.
STEP 7| In Step 3: Set Auto Scaling, accept the defaults, and click Next step.
STEP 8| In Step 4: Review, click Create Service.

STEP 9| Click View Service.
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STEP 10 | Verify that you have Defenders running on each node in your ECS cluster.

1. Go to your Prisma Cloud Console and view the list of Defenders in Manage > Defenders
> Manage There should be a total of three Defenders, one for each EC2 instance in the
cluster.

Using a private registry

For maximum control over your environment, you might want to store the Console container
image in your own private registry, and then install Prisma Cloud from your private registry. When
the Console service is started, ECS retrieves the image from your registry. This procedure shows
you how to push the Console container image to Amazon'’s Elastic Container Registry (ECR).

Prerequisites:

e AWS ClLl is installed on your machine. It is required to push the Console image to your registry.

STEP 1| Go to the directory where you unpacked the Prisma Cloud release tarball.

$ cd prisma cloud compute edition/

STEP 2| Load the Console image.

$ docker load < ./twistlock console.tar.gz

STEP 3| Go to Services > Containers > Elastic Container Service.
STEP 4| In the left menu, click Repositories.
STEP 5| Click Create repository.

STEP 6| Follow the AWS instructions for logging in to the registry, tagging the Console image, and
pushing it to your repo.

Be sure to update your Console task definition so that the value for image points to your
private registry.
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Alibaba Cloud Container Service for Kubernetes (ACK)

Edit on GitHub

Alibaba Cloud Container Service for Kubernetes (ACK) is a managed Kubernetes service. Use the
standard Kubernetes install procedure to deploy Prisma Cloud to Alibaba ACK, but specify an
Alibaba Cloud-specific StorageClass when configuring the deployment.

This procedure shows you how to use Helm charts to install Prisma Cloud, but all other install
methods are supported.

Prerequisites
¢ You have provisioned an ACK cluster.

STEP 1| Go to Releases, and copy the link to current recommended release.

STEP 2| Download the release tarball to the system where you administer your cluster (where you
run your kubectl commands).

$ wget <LINK TO CURRENT RECOMMENDED RELEASE LINK>

STEP 3| Unpack the Prisma Cloud release tarball.

$ mkdir twistlock
$ tar xvzf twistlock <VERSION>.tar.gz -C prisma cloud/

STEP 4| Create a Helm chart for Prisma Cloud Console.

$ <PLATFORM>/twistcli console export kubernetes \
--storage-class alicloud-disk-available \
--service-type LoadBalancer \
--helm

STEP 5| Install Console.
$ helm install twistlock-console \

--namespace twistlock \
./twistlock-console-helm.tar.gz

STEP 6| Change the PersistentVolumeClaim’s reclaimPolicy.
$ kubectl get pv

$ kubectl patch pv <pvc-name> -p '{"spec":
{"persistentVolumeReclaimPolicy":"Retain"}}"'

STEP 7| Get the public endpoint address for Console. When the service is fully up, the LoadBalancer’s
IP address is shown.

$ kubectl get service -w -n twistlock
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STEP 8| Open a browser window, and navigate to Console. By default, Console is served on HTTPS
on port 8083 of the LoadBalancer:

https://<LOADBALANCER IP ADDR>:8083

STEP 9| Continue with the rest of the install here.
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Azure Kubernetes Service (AKS)
Edit on GitHub

Use the following procedure to install Prisma Cloud in an AKS cluster. This setup uses dynamic
PersistentVolumeClaim provisioning using Premium Azure Disk. When creating your Kubernetes
cluster, be sure to specify a VM size that supports premium storage.

Prisma Cloud doesn’t support Azure Files as a storage class for persistent volumes. Use
Azure Disks instead.

Prerequisites

¢ You have deployed an Azure Container Service (AKS) cluster. Use the --node-vm-size
parameter to specify a VM size that supports Premium Azure Disks.

e You have installed Azure CLI 2.0.22 or later.

¢ You have downloaded the Prisma Cloud software.

STEP 1| Use twistcli to generate the Prisma Cloud Console YAML configuration file, where
<PLATFORM> can be linux or osx. Set the storage class to Premium Azure Disk.

$ <PLATFORM>/twistcli console export kubernetes \

--storage-class managed-premium \
--service-type LoadBalancer

STEP 2| Deploy the Prisma Cloud Console in the Azure Kubernetes Service cluster.

$ kubectl create -f ./twistlock console.yaml

STEP 3| Wait for the service to come up completely.

$ kubectl get service -w -n twistlock

STEP 4| Change the reclaimPolicy of the PersistentVolumeClaim.
$ kubectl get pv

$ kubectl patch pv <pvc-name> -p '{"spec":
{"persistentVolumeReclaimPolicy":"Retain"}}"

STEP 5| Continue with the rest of the install here.
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Amazon Elastic Kubernetes Service (EKS)
Edit on GitHub

Amazon Kubernetes Service (EKS) lets you deploy Kubernetes clusters on demand. Use our
standard Kubernetes install method to deploy Prisma Cloud to EKS.

If using Bottlerocket 0S-based nodes for your EKS Cluster,
pass the '--cri’ flag to "twistcli® (or enable the CRI
option in the Console UI) when generating the Defender YAML
or Helm chart.

See << deploying cri defenders,this section>> for more
details.

Prerequisites

¢ You have deployed an Amazon EKS cluster.

e You have downloaded the Prisma Cloud software.

STEP 1| Generate the Prisma Cloud Compute Console deployment file.

$ twistcli console export kubernetes \
--service-type LoadBalancer \
--storage-class gp2

STEP 2| Deploy Console.

$ kubectl create -f twistlock console.yaml

STEP 3| Wait for the service to come up completely.

$ kubectl get service -w -n twistlock

STEP 4| Continue with the rest of the install here.
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Google Kubernetes Engine (GKE)

Edit on GitHub

To install Prisma Cloud on Google Kubernetes Engine (GKE), use the standard Kubernetes install
flow. Before getting started, create a ClusterRoleBinding, which grants the permissions required to
create the Defender DaemonSet.

For GKE Autopilot, follow the Autopilot steps.

The Google Cloud Platform (GCP) service account that you use to create the Prisma Cloud
Console resources, including Deployment controller and PersistentVolumeClaim, must have at
least the Kubernetes Engine Developer role to be successful.

The GCP service account that you use to create the Defender resources, including DaemonSet,
must have the Kubernetes cluster-admin role. If you try to create the Defender resources from a
service account without this cluster-specific role, it will fail because the GCP Kubernetes Engine
Developer role doesn’t grant the developer sufficient permissions to create a ClusterRole (one of
the Defender resources). You'll need to use an account with the GCP Kubernetes Engine Admin
role to bind the Kubernetes cluster-admin role to your Kubernetes developer’s service account.

It's probably best to create the ClusterRoleBinding before turning the cluster over any user
(typically DevOps) tasked with managing and maintaining Prisma Cloud.

Run the command in the following procedure on ANY service account that attempts to
apply the Defender DaemonSet YAML or Helm chart, even if that service account already
has elevated permissions with the GCP Kubernetes Engine Admin role. Otherwise, you'll
get an error.

The following procedure uses a service account named your-dev-user@your-
org.iam.gserviceaccount.com that has the GCP Kubernetes Engine Developer role. You'll also need
access to a more privileged GCP account that has the Kubernetes Engine Admin role to create the
ClusterRoleBinding in your cluster.

Prerequisites

¢ You have deployed a GKE cluster.

¢ You have a Google Cloud Platform (GCP) service account with the Kubernetes Engine
Developer role.

e You have access to a GCP account with at least the Kubernetes Engine Admin role.

STEP 1| With the service account that has the GCP Kubernetes Engine Admin role set as the active

account, run:

$ kubectl create clusterrolebinding your-dev-user-cluster-admin-
binding \
--clusterrole=cluster-admin \
--user=your-dev-user@your-org.iam.gserviceaccount.com
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STEP 2| W.ith the Kubernetes Engine Developer service account, continue with the standard
installation of Kubernetes Defenders.

@ If you are using GKE with ARM architecture or multiple architectures you must edit the
daemonset.yaml configuration file to prepare your workloads.

Troubleshooting

If you see the following error when trying to create the Defender DaemonSet, you've probably
tried to create the Defender resources from a service account that has the GCP Kubernetes
Engine Developer role. To fix the issue, grant the proper cluster role to the service account.

Error from server (Forbidden): error when creating "daemonset.yaml":
clusterroles.rbac.authorization.k8s.io is forbidden: User
"your-dev-user@your-org.iam.gserviceaccount.com" cannot create
clusterroles.rbac.authorization.k8s.io at the cluster scope:
Required "container.clusterRoles.create" permission.

Error from server (Forbidden): error when creating "daemonset.yaml":
clusterrolebindings.rbac.authorization.k8s.io is forbidden: User
"your-dev-user@your-org.iam.gserviceaccount.com" cannot create
clusterrolebindings.rbac.authorization.k8s.io at the cluster scope:
Required "container.clusterRoleBindings.create" permission.

If you see the following error when trying to create the Defender DaemonSet, you've probably
tried to create the Defender resources from a service account with the Kubernetes Engine Admin
role. To fix the issue, grant the proper cluster role to the service account.

Error from server (Forbidden): error when creating "daemonset.yaml":
clusterroles.rbac.authorization.k8s.io "twistlock-view"
is forbidden: attempt to grant extra privileges: [{[list]
[rbac.authorization.k8s.io] [roles] [] [1} {[list]
[rbac.authorization.k8s.io] [rolebindings] [] []} {[list]
[rbac.authorization.k8s.io] [clusterroles] [] []1} {[list]
[rbac.authorization.k8s.io] [clusterrolebindings] [] []}]
user=&{your-admin-user@your-org.iam.gserviceaccount.com
[system:authenticated] map[user-assertion.cloud.google.com:
[1VWgsppUtVXaN1xToHtXpQdi5jJy6jv7B1SUZSUNTM]jI2N77AalL5zQwZse0rqdu®Bz/35+6CG/ /82
MogW3Cc
+VkWmuxyGUCYcW94Ttd6euy8iVWgsppUtVXaN1xToHtXpQWhRRTx1idgQdMzAbcAAbbv2C/
UMlWs4VkzII7i916EEg==]]} ownerrules=[{[create] [authorization.k8s.io]
[selfsubjectaccessreviews selfsubjectrulesreviews] [] []} {[get]
[1 [1 []1 [/api /api/* /apis /apis/* /healthz /openapi /openapi/
* /swagger-2.0.0.pb-vl /swagger.json /swaggerapi /swaggerapi/* /
version /version/]}] ruleResolutionErrors=[]
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Google Kubernetes Engine (GKE) Autopilot
Edit on GitHub

You can now install the Prisma Cloud DaemonSet Defender on your GKE Autopilot cluster. GKE
Autopilot clusters are using cos_containerd nodes, therefore the DaemonSet must be configured
with CRI runtime.

STEP 1| Review the prerequisites and the procedure in the Google Kubernetes Engine (GKE) and the
Install Prisma Cloud on a CRI (hon-Docker) cluster sections.

STEP 2| Use the following twistcli command to generate the YAML file for the GKE Autopilot
deployment.

$ <PLATFORM>/twistcli console export kubernetes \
--gke-autopilot \

--cri \

--cluster-address <console address> \

--address https://<console address>:8083

The --gke autopilot flag adds the 'autopilot.gke.io/no-connect: "true"™ annotation to the YAML file
and --cri flag enables the CRI option for nodes that use the Container Runtime Interface (CRI),
not Docker. It also removes the '/var/lib/containers' mount from the generated file as that
configuration is not required for the GKE autopilot deployment.

If you are using the web interface, on Manage > Defenders > Deploy > Defenders
ensure that the orchestrator type is Kubernetes, and that the Nodes use Container
Runtime Interface (CRI), not Docker and GKE Autopilot deployment are set to be On.

STEP 3| Create the twistlock namespace on your cluster by running the following command:

$ kubectl create namespace twistlock

STEP 4| Deploy the updated YAML or the Helm chart on your GKE Autopilot cluster.

STEP 5| Verify that the Defenders are deployed.

After a few minutes you should observe the nodes and running containers in Console, with
Prisma Cloud Compute now protecting your cluster.
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IBM Kubernetes Service (IKS)

Edit on GitHub

Use the following procedure to install Prisma Cloud in an IKS cluster. IKS uses dynamic
PersistentVolumeClaim provisioning (ibmc-file-bronze is the default StorageClass) as well as
automatic LoadBalancer configuration for the Prisma Cloud Console. You can optionally specify a
StorageClass for premium file or block storage options. Use a retain storage class (not default) to
ensure your storage is not destroyed even if you delete the PVC.

STEP 1|

STEP 2|

STEP 3 |

STEP 4|

When installing Defenders the IKS Kubernetes version you use matters. IKS Kubernetes
version 1.10 uses Docker, and 1.11+ uses containerd as the container runtime. If using
containerd, pass the --cri flag to twistcli (or enable the CRI option in the Console Ul) when
generating the Defender YAML or Helm chart.

Use twistcli to generate the Prisma Cloud Console YAML configuration file, where
<PLATFORM> can be linux or osx. Optionally set the storage class to premium storage class.
For IKS with Kubernetes 1.10, use our standard Kubernetes instructions. Here is an example
with a premium StorageClass with the retain option.

$ <PLATFORM>/twistcli console export kubernetes \

--storage-class ibmc-file-retain-silver \
--service-type LoadBalancer

Deploy the Prisma Cloud Console in the IBM Kubernetes Service cluster.

$ kubectl create -f ./twistlock console.yaml

Wait for the service to come up completely.

$ kubectl get service -w -n twistlock

Continue with the rest of the install here.
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Windows

Edit on GitHub

Prisma Cloud can secure Windows containers running on Windows Server 2016 and Windows
Server 2019 hosts. A single instance of Prisma Cloud Console can simultaneously protect both
Windows and Linux containers on both Windows and Linux hosts. Prisma Cloud’s Intelligence
Stream includes vulnerability data from Microsoft, so as new CVEs are reported, Prisma Cloud can
detect them in your Windows images.

The architecture for Defender on Windows is different than Defender on Linux. The Defender
runs as a Docker container on Linux, and as a Windows service on Windows. On Linux, it

is implemented as runtime protection in the userspace, and on Windows it is implemented

using Windows drivers. This is because there is no concept of capabilities in Windows Docker
containers like there is on Linux. Defender on Windows runs as service so it can acquire the
permissions it needs to secure the containers on your host. When you deploy the Defender, it
appears as a service. The Defender type "Container Defender - Windows" means that Defender is
capable of securing your containers, not that it's deployed as a container.

To deploy Defender on Windows, you'll copy a PowerShell script from the Prisma Cloud Console
and run it on the host where you want to install Defender.

Feature matrix

The following table compares Prisma Cloud’s Windows Server feature support to Linux feature
support:

Platform Vulnerabi| Complian¢ Runtime defense Firewalls
>Processes>Network >FilesysterxCNNS | >WAAS

Linux Yes Yes Yes Yes Yes Yes Yes

Windows Server Yes Yes No No No No Yes

2016

Windows Server Yes Yes No No No No Yes

2019 (Host

Defender)

Windows Server Yes Yes Yes No No No No

2019 (Container

Defender) with

Docker runtime

Windows Server Yes Yes Yes No No No No

2019 (Container

Defender) with
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Platform Vulnerabi| Complian{ Runtime defense Firewalls

containerd
runtime?

1Supported on AKS only.

Windows Host Defenders support Windows compliance checks for hosts. Only Windows
Container Defenders for Windows based containers support custom compliance checks.

As a quick review, Prisma Cloud runtime defense builds a model of allowed activity for each
container image during a learning period. After the learning period has completed, any violation of
the model triggers an action as defined by your policy (alert, prevent, block).

As Prisma Cloud builds the model, any interactive tasks that are run are logged. These interactive
tasks can be viewed in each model’s history tab. On Windows, Prisma Cloud can’t currently
detect when interactive tasks are run with the docker exec command, although Prisma Cloud
does correctly record interactive tasks run from a shell inside a container with the docker run

-it <IMAGE> sh command. No matter how the interactive task is run, however, the model will
correctly allow a process if it's in learning mode, and it will take action if the model is violated
when in enforcement mode.

Windows Container Defenders scan both the containers and the hosts where they run for
vulnerabilities.

Deploying Defender on Windows with Docker runtime

Prisma Cloud Console must be first installed on a Linux host. Prisma Cloud Defenders are then
installed on each Windows host you want to protect. For more information about installing
Console, see Getting Started. The Onebox install is the fastest way to get Console running on a
stand-alone Linux machine.

Defenders are deployed with with a PowerShell 64-bit script, defender.ps1, which downloads the
necessary files from Console. Defender is registered as a Windows service.

Run the Prisma Cloud Defender deployment PowerShell script from a Windows
PowerShell 64-bit shell.

Prisma Clouq Windows container defenders are tested and supported for GKE Windows
server containers.

After the install is completed, Prisma Cloud files can be found in the following locations:

e C:\Program Files\Prisma Cloud\

e C:\ProgramData\Prisma Cloud\

Prerequisites:

e Windows Server 2016 or Windows Server 2019. Prisma Cloud is not supported on Windows
10 or Hyper-V.

e Docker for Windows (1.12.2-cs2-ws-beta) or higher. For more information about installing
Docker on Windows, see Windows Containers on Windows Server.
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STEP 1| Loginto Console

STEP 2| Go to Manage > Defenders > Deploy

STEP 3| Select Single Defender

STEP 4| In Choose the Defender type, select Container Defender - Windows

STEP 5| Copy the curl script and run it on your host to install Windows Defender

If you install Windows locally on your laptop, the 'netsh' commands are not needed.
They are only applicable to the GCE environment.

Deploy Container Defender on Windows with containerd runtime

You can also deploy the Windows container defender to protect your containers running on
Azure Kubernetes Service (AKS) Windows nodes with containerd runtime. By installing the
Defender you will be able to view the running containers and images on the Radar and leverage
Prisma Cloud Runtime Defense capabilities on the running containers.

Prerequisites:

e Make sure you are using Windows Server 2019 with containerd runtime.
e The nodes are part of an Azure Kubernetes Service (AKS) Windows Server node pool

e Learn more about Using containerd with Windows Server node pools (preview)

STEP 1| Loginto Console.

STEP 2| Go to Manage > Defenders > Deploy

STEP 3| Select Single Defender

STEP 4| In Choose the Defender type, select Container Defender - Windows
STEP 5| Set the option for Node is using containerd, not Docker to On

STEP 6| Copy the curl script and run it on your host to install Windows Defender

Twistcli can’t be used on Windows machines running containerd.

Registry scanning

To scan Windows images in your registry, you must install at least one Windows Defender. Prisma
Cloud automatically distributes the scan job across available Defenders. To scan registries that
hold both Windows and Linux images, install at least one Linux Defender and one Windows
Defender in your environment.

Registry scan settings can include a mix of both Defenders running on hosts with Docker Engine
and containerd as scanners.
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Uninstalling Defender

You can uninstall Defender directly from the Console UI.

You can also manually uninstall Defender from the command line by running:

C:\Program Files\Twistlock\scripts\defender.psl -uninstall

Since Defender runs as a Windows service, decommissioning it will stop the service. Some
g -]
remnant files might need to be deleted manually.
STEP 1| Go to Manage > Defenders > Manage.

This page shows a list of Defenders deployed in your environment and connected to Console.

STEP 2| Click the Decommission button.

Limitations

Be aware of the following limitations:

e Windows Defenders support Windows compliance checks for hosts and custom compliance
checks only. Image and container compliance checks aren’t supported.

¢ Windows requires the host OS version to match the container OS version. If you want to run
a container based on a newer Windows build, make sure you have an equivalent host build.
Otherwise, you can use Hyper-V isolation to run older containers on new host builds. For more
information, see Windows containers version compatibility.
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Defender types

Edit on GitHub

Defenders enforce the policies you set in Console. They come in a number of different flavors.
Each flavor is designed for protecting specific types of cloud-native resources and for optimal
deployment into the environment, with full support for automated workflows. Use the following
flow chart to choose the best Defender for the job.

In general, deploy Container Defender whenever you can. It offers the most features, it can
simultaneously protect both containers and host, and nothing needs to be embedded inside your
containers for Defender to be able to protect them.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 128 ©2023 Palo Alto Networks, Inc.
(EoL)


https://github.com/PaloAltoNetworks/prisma-cloud-docs/blob/master/compute/admin_guide/install/defender_types.adoc

Install

ost and its containers
or Windows hosts.

< e

No

/ Install
&Twistlock Console

Is Twistlock Console
installed?

Yes

Do you control
the underlying
infrastructure (cluster,
hosts, 0S)?

No

It’s a black box controlled by a cloud service.

Secure a serverless function

Embed Serverless Defender into the function.
Twistlock supports runtime protection for

AWS Lambda.

D \_(_ 9_3 _____ Can your host run Are you securing a ____\_(_e_? ______ N . Embtlad
e containers? serverless function? CREIEES
e Defender

No No E

v
Deploy RASP Defender

Ost

or Windows hosts.

Secure a container

Embed RASP Defender into the
container (or task), then Twistlock

Are you securing a

y |
nder }

o
container’ can protect it anwhere it runs.
Examples:
Azure Container Instances
Yos Kb Pivotal PAS
DC/OS Containerizer
Choose the right
RASP Defender type.
Prisma Cloud Compute Edition Administrator’s Guide 22.06 129 No

(EoL)

Fargate?




Install

Container Defender (Linux and Windows)

Install Container Defender on any host that runs a container workload. Container Defender
protects both your containers and the underlying host. Docker must be installed on the host
because this Defender type runs as a container.

Container Defender offers the richest set of capabilities. The deployment is also the simplest.
After deploying Container Defender to a host, it can immediately protect and monitor your
containers and host. No additional steps are required to rebuild your containers with an agent
inside. Container Defender should always be your first choice whenever possible.

There are some minimum requirements to run Container Defender. You should have full control
over the host where Container Defender runs. It must be able to run alongside the other
containers on the host with select kernel capabilities. And it must be able to run in the host’s
network and process namespace.

Deploy one Container Defender per host. Container Defender can be deployed in several ways:

e With cluster constructs. Container orchestrators often provide native capabilities for
deploying agents, such as Defender, to every node in the cluster. Prisma Cloud leverages these
capabilities to install Defender. Kubernetes and OpenShift, for example, offer DaemonSets As
such, Container Defender is deployed as a DaemonSet on Kubernetes

e As a stand-alone entity. Stand-alone Container Defenders are installed on hosts that are not
part of a cluster.

Host Defender (Linux and Windows)

Host Defender utilizes Prisma Cloud’s model-based approach for protecting hosts that do not
run containers. This Defender type lets you extend Prisma Cloud to protect all the hosts in your
environment, regardless of their purpose. Defender runs as a systemd service on Linux and a
Windows service on Windows. If Docker is deployed on your host, deploy a container Defender
to protect the containers and the underlying host.

Deploy one Host Defender per host. Do not deploy Host Defender if you've already deployed
Container Defender to a host. Container Defender offers the same host protection capabilities as
Host Defender.

Serverless Defender

Serverless Defenders offer runtime protection for AWS Lambda functions and Azure Functions.
Serverless Defender must be embedded inside your functions. Deploy one Serverless Defender
per function.

App-Embedded Defender

Deploy App-Embedded Defender anywhere you can run a container, but you can’t run Container
Defender. Container-on-demand services are a typical use case for App-Embedded Defender.
They abstract away the underlying cluster, host, operating system, and software modules (such
as Docker Engine) and present them as a single black box. Hooks into the operating system

that Container Defender needs to monitor and protect resources aren't available in these
environments. Instead, embed App-Embedded Defender directly inside the container to establish
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a point of control. Prisma Cloud supports an automated workflows for embedding App-Embedded
Defenders.

Deploy one App-Embedded Defender per container. For Fargate, deploy one Defender per task.

App-Embedded Defender offers three deployment mechanisms: Fargate, Dockerfile, and manual.

Fargate

If you have an AWS Fargate task, deploy App-Embedded Fargate Defender.

A key attribute of the App-Embedded Fargate Defender is that you don’t need to change how the
container images in the task are built. The process of embedding the App-Embedded Defender
simply manipulates the task definition to inject a Prisma Cloud sidecar container, and start existing
task containers with a new entry point, where the entry point binary is hosted by the Prisma
Cloud sidecar container. The transformation of an unprotected task to a protected task takes
place at the task definition level only. The container images in the task don't need to be manually
modified. This streamlined approach means that you don’t need to maintain two versions of an
image (protected and unprotected). You simply maintain the unprotected version, and when you
protect a task, Prisma Cloud dynamically injects App-Embedded Defender into it.

The Prisma Cloud sidecar container has a couple of jobs:

e Hosts the Defender binary that gets injected into containers in the task.

e Proxies all communication to Console. Even if you have multiple containers in a task, it appears
as a single entity in Console’s dashboard.

e Synchronizes policy with Console and sends alerts to Console.

Dockerfile

The Docker image format, separate from the runtime, is becoming a universal runnable artifact. If
you're not using Fargate, but something else that runs a Docker image, such as Azure Container
Instances, use the App-Embedded Defender with the Dockerfile method.

Provide a Dockerfile, and Prisma Cloud returns a new version of the Dockerfile in a bundle.
Rebuild the new Dockerfile to embed Prisma Cloud into the container image. When the container
starts, Prisma Cloud App-Embedded Defender starts as the parent process in the container, and it
immediately invokes your program as its child.

There are two big differences between this approach and the Fargate approach:

e With the Fargate approach, you don’t change the actual image. With the Dockerfile approach,
you have the original image and a new protected image. You must modify the way your
containers are built to embed App-Embedded Defender into them. You need to make sure you
tag and deploy the right image.

e Each Defender binary makes it's own connection to Console. In the Console dashboard, they
are each counted as unique applications.

Nothing prevents you from protecting a Fargate task using the Dockerfile approach, but it’s
inefficient.

Manual

Use the manual approach to protect almost any type of runtime. If you’re not running a Docker
image, but you still want Prisma Cloud to protect it, deploy App-Embedded Defender with the
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manual method. Download the App-Embedded Defender, set up the required environment
variables, then start your program as an argument to the App-Embedded Defender.

If you choose the manual approach, you have to figure out how deploy, maintain, and upgrade
your app on your own. While the configuration is more complicated, it’s also the most universal
option because you can protect almost any executable.

Tanzu Application Service Defender

Tanzu Application Service (TAS) Defenders run on your TAS infrastructure. TAS Defenders
provide nearly all the same capabilities as Container Defenders, as well as the ability to scan
droplets in your blobstores for vulnerabilities. For specific differences between TAS Defenders
and Container Defenders, see the TAS Defender install article.

The TAS Defender is delivered as a tile that can be installed from your TAS Ops Manager
Installation Dashboard.

Defender capabilities

The following table summarizes the key functional differences between Defender types.

Capabilities Defender type

Container'Host Serverless App-
Embedded

Deployment methods Console Ul Y Y Y Y

API Y Y Y Y

twistcli Y Y
Vulnerability management Y Y Y? Y3
Compliance Y Y Y? 2
Runtime defense Behavioral Y

modeling

Process Y Y Y Y

Networking Y Y Y Y

File system Y Y Y Y

Forensics Y Y Y
Access control Kubernetes & Y?

auditing
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Capabilities Defender type

Admission control | Y

Firewalls WAAS Y Y Y Y
CNNS Y Y

Radar (visualization) Radar Y Y Y

! Container Defender supports all Host Defender capabilities.

2 Normally Defender scans workloads for vulnerabilities and compliance issues. For serverless
functions, Console does the scanning. In the Console, create a configuration that points to your
repository of functions in your cloud provider.

3 Vulnerability management for deployed images only. Registry scanning by app-embedded
Defenders is not supported.

4 Image compliance and custom compliance checks only. The trusted images feature isn't
supported.

> Kuberentes auditing is done by the Console, and not by the Defenders. In the Console, enable
Kubernetes auditing and create a configuration that points to your cluster.

Connectivity

Defender must be able to communicate with Console over the network because it pulls policies
down and sends data (alerts, events, etc) back to Console.

In simple environments, where your hosts run on the same subnet, you can connect to Console
using the host’s IP address or hostname. In more complex environments, where your setup runs in
the cloud, it can be more difficult to determine how Defender connects to Console. When setting
up Defender, use whichever address routes over your configuration and lets Defender connect to
Console.

For example, Console might run in one Virtual Private Cloud (VPC) in AWS, and your containers
might run in another VPC. Each VPC might have a different RFC1918 address space, and
communication between VPCs might be limited to specific ports in a security group. Use
whichever address lets Defender connect to Console. It might be a publicly exposed IP address, a
hostname registered with a DNS, or a private address NAT’ed to the actual IP address assigned to
Console. For more information about setting up name resolution in complex networks, see Best
practices for for DNS and certificate management.

Deployment scenarios

Install the Defender type that best secures the resource you want to protect. Install Defender
on each host that you want Prisma Cloud to protect. Container Defenders protect both the
containers and the underlying host. Host Defenders are designed for legacy hosts that have
no capability for running containers. Host Defenders protect the host only. For serverless
technologies, embed Defender directly in the resource.

The scenarios here show examples of how the various Defender types can be deployed.
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Scenario #1

Stand-alone Container Defenders are installed on hosts that are not part of a cluster. Stand-alone
Container Defenders might be required in any number of situations.

For example, a very simple evaluation setup might consist of two virtual machines.

e 1—0One VM runs Onebox (Console + Container Defender).
e 2—To protect the container workload on a second VM, install another stand-alone Container

Defender.
Onebox
= (2]
(@) (@) (@] (@] (@]
g S TCP:8084 8 |S|S||8]|8
a 3 § 8|8 | 8| &
& @ e 3| 3 & |8

[ 1) VM1 (2 ] VM2

Scenario #2

For clusters, such as Kubernetes and OpenShift, Prisma Cloud utilizes orchestrator-native
constructs, such as DaemonSets, to guarantee that Defender runs on every node in the cluster.
For example, the following setup has three different types of Defender deployments.

e 1—In the cluster, Container Defenders are deployed as a DaemonSet. (Assume this is a
Kubernetes cluster; it would be a similar construct, but with a different name, for AWS ECS
etc).

e 2—0n the host dedicated to scanning registry images, which runs outside the cluster, a stand-
alone Container Defender is deployed.

e 3—0On the legacy database server, which doesn’t run containers at all, a Host Defender is
deployed. Host Defenders are a type of stand-alone Defender that run on hosts that don’t

have Docker installed.
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Scenario #3

Managed services that run functions and containers on-demand isolate the runtime from the
underlying infrastructure. In these types of environments, Defender cannot access the host’s
operating system with elevated privileges to observe activity and enforce policies in the runtime.
Instead, Defender must be built into the runtime, and control application execution and detect
and prevent real-time attacks from within. App Embedded Defender can be deployed to protect
any container, regardless of the platform or runtime, whether it's Docker, runC, or Diego on Tanzu
Application Service.

e 1—Serverless Defender is embedded into each AWS Lambda function.
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f\\Defender/‘:\j () Function 3
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Cluster Context
Edit on GitHub

Prisma Cloud can segment your environment by cluster. For example, you might have three
clusters: test, staging, and production. The cluster pivot in Prisma Cloud lets you inspect resources
and administer security policy on a per-cluster basis.
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Prisma Cloud Compute Edition Administrator’s Guide 22.06 137 ©2023 Palo Alto Networks, Inc.

(EoL)


https://github.com/PaloAltoNetworks/prisma-cloud-docs/blob/master/compute/admin_guide/install/cluster-context.adoc

Install

Cluster awareness across the product

Radar lets you explore your environment cluster-by-cluster. Various scan reports and audits
include the relevant cluster name to provide environment context. You can also create stored
filters (also known as collections) based on cluster names. Finally, you can scope policy by cluster.
Vulnerability and compliance rules for container images and hosts, runtime rules for container
images, and trusted images rules can all be scoped by cluster name.

Determine cluster name

Defenders in each DaemonSet are responsible for reporting which resources belong to which
cluster. When deploying a Defender DaemonSet, Prisma Cloud tries to determine the cluster
name through introspection. First, it tries to retrieve the cluster name from the cloud provider.

As a fallback, it tries to retrieve the name from the kubeconfig file (the cluster name will be taked
from the server field). Finally, you can override these mechanisms by manually specifying a cluster
name when deploying your Defender DaemonSet.

Both the Prisma Cloud Ul and twistcli tool accept an option for manually specifying a cluster
name. Let Prisma Cloud automatically detect the name for provider-managed clusters. Manually
specify names for self-managed clusters, such as those built with kops.

There are some things to consider when manually naming clusters:

¢ If you specify the same name for two or more clusters, they're treated as a single cluster.

e For GCP, if you have clusters with the same name in different projects, they're treated as a
single cluster. Consider manually specifying a different name for each cluster.

e Manually specifying names isn't supported in Manage > Defenders > Manage > DaemonSet.
This page lets you deploy and manage DaemonSets directly from the Prisma Cloud Ul. For
this deployment flow, cluster names are retrieved from the cloud provider or the supplied
kubeconfig only.

If you wish to change the cluster name determined by Prisma Cloud Compute, or the name you
manually set for the cluster, you must redeploy the Defenders DaemonSet and specify the new
name. Notice that after changing the name, historical records for audits and incidents, will keep
the cluster name from their creation time. The new cluster name will only apply for future records.
Also, if you already created collections using the old cluster name, these need to be manually
updated with the new name.
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Install Defender
Edit on GitHub

This section shows you how to install Defender. The type of Defender you install depends on
what you're securing.

Single Container Defender

Cluster Container Defender

App-Embedded Defender

App Embedded Defender for Fargate

VMware Tanzu Application Service (TAS) Defender
Serverless Defender

Serverless Defender (Lambda layer)

Auto-defend serverless functions

Host Defender

Auto-defend hosts

Install a single Container Defender
Edit on GitHub

Install Container Defender on each host that you want Prisma Cloud to protect.

Single Container Defenders can be configured in the Console Ul, and then deployed with a curl-
bash script. Alternatively, you can use twistcli to configure and deploy Defender directly on a
host.

Install a single Container Defender (Console Ul)

Configure how a single Container Defender will be installed, and then install it with the resulting
curl-bash script.

Prerequisites:

Your system meets all minimum system requirements.
You have already installed Console.

Port 8083 is open on the host where Console runs. Port 8083 serves the API. Port 8083 is the
default setting, but it is customizable when first installing Console. When deploying Defender
you can configure it to communicate to Console via a proxy.

Port 8084 is open on the host where Console runs. Console and Defender communicate with
each other over a web socket on port 8084. Defender initiates the connection. Port 8084 is
the default setting, but it is customizable when first installing Console. Defender can also be
configured to communicate to Console via a proxy.

Console can be accessed over the network from the host where you want to install Defender.

You have sudo access to the host where Defender will be installed.
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STEP 1| Verify that the host machine where you install Defender can connect to Console.

Copy the path to Console from Manage > System > Utilities.

$ curl -sk -D - https://<CONSOLE_IP_ADDRESS|HOSTNAME>:8083/api/v1/
_ping

If curl returns an HTTP response status code of 200, you have connectivity to Console. If you
customized the setup when you installed Console, you might need to specify a different port.

STEP 2| Log into Console.
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STEP 3| Go to Manage > Defenders > Deploy.

Defenders
Manage Names Deploy
Defenders Host auto-defend Serverless auto-defend
Deploy Defenders
Defenders enforce the policies created in Console. Install Defender on each host you want Prisma Cloud to protect.
@ Deployment method Orchestrator SIS el ]
@ Choose the name that Defender will use to connect to this Console
jen-rhe8-cons-dock-1608t112126-cons-gkupershmidt-console.c.twistlock-test-247119.internal
@ Specify a proxy for the defender (optional) ot P
@ Defender communication port (optional) off (P
© Assign globally unique names to Hosts (optional) ot
@ Choose the Defender type
Container Defender - Linux
@ Choose the Defender listener type
None
@ Use the following script to install a Defender on a host
curl -sSL -k --header "authorization: Bearer eyJhbGciOiJIUzI1NilsInR5cCl6lkpXVCJ9.ey) 1c2VyljoiaGFyaSOyMSOw
1. In the first drop-down menu (2), select the way Defender connects to Console.
A list of IP addresses and hostnames are pre-populated in the drop-down list. If none
of the items are valid, go to Manage > Defenders > Names, and add a new Subject
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Alternative Name (SAN) to Console’s certificate. After adding a SAN, your IP address or
hostname will be available in the drop-down list.

Selecting an IP address in a evaluation setup is acceptable, but using a DNS
name is more resilient. If you select Console’s IP address, and Console’s IP
address changes, your Defenders will no longer be able to communicate with
Console.

2. (Optional) Set a proxy (3) for the Defender to use for the communication with the
Console.

3. (Optional) Set a custom communication port (4) for the Defender to use.

4. (Optional) Set Assign globally unique names to Hosts to ON when you have multiple
hosts that can have the same hostname.

After setting the toggle to ON, Prisma Cloud appends a unique identifier, such as
Resourceld, to the host’s DNS name. For example, an AWS EC2 host would have
the following name: Ip-171-29-1-244.ec2internal-i-04aldcee6bd148e2d.

5. Inthe second drop-down list (5), select the Defender type. Both Linux and Windows
platforms are supported.

6. In the third drop-down list (6), leave the listener type set to None.

7. In the final field (7), copy the install command, which is generated according to the
options you selected.

STEP 4| On the host where you want to install Defender, paste the command into a shell window,

and run it.

Install a single Container Defender (twistcli)

Use twistcli to install a single Container Defender on a Linux host.

Anywhere <CONSOLE> is used, be sure to specify both the address and port number for
Console’s API. By default, the port is 8083. For example, https://<CONSOLE>:8083.

Prerequisites:

e Your system meets all minimum system requirements.
¢ You have already installed Console.

e Port 8083 is open on the host where Console runs. Port 8083 serves the API. Port 8083 is the
default setting, but it is customizable when first installing Console. When deploying Defender,
you can configure it to communicate to Console via a proxy.

e Port 8084 is open on the host where Console runs. Console and Defender communicate with
each other over a web socket on port 8084. Defender initiates the connection. Port 8084
is the default setting, but it is customizable when first installing Console. When deploying
Defender, you can configure it to communicate to Console via a proxy.

e Console can be accessed over the network from the host where you want to install Defender.
* You have sudo access to the host where Defender will be installed.

e You've created a service account with the Defender Manager role. twistcl uses the service
account to access Console.
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STEP 1| Verify that the host machine where you install Defender can connect to Console.

Copy the path to Console from Manage > System > Utilities.
$ curl -sk -D - https://<CONSOLE>/api/vl/ ping
If curl returns an HTTP response status code of 200, you have connectivity to Console.
STEP 2| SSH to the host where you want to install Defender.

STEP 3| Download twistcli.

$ curl -k \
-u <USER> \
-L \

-0 twistcli \
https://<CONSOLE>/api/v1/util/twistcli

STEP 4| Make the twistcli binary executable.

$ chmod a+x ./twistcli

STEP 5| Install Defender.

$ sudo ./twistcli defender install standalone container-linux \
--address https://<CONSOLE> \
--user <USER>

STEP 6| Verify Defender was installed correctly.

$ sudo docker ps

CONTAINER ID  IMAGE COMMAND
CREATED STATUS PORTS NAMES

677c9883c4b6  twistlock/private:defender 21 04 333 “/usr/

local/bin/defe.." 11 seconds ago Up 10 seconds

twistlock defender 21 04 333

Verify the install

Verify that Defender is installed and connected to Console.

Defender can be deployed and run with full functionality when dockerd is configured with
SELinux enabled (--selinux-enabled=true). All features will work normally and without any
additional configuration steps required. Prisma Cloud automatically detects the SELinux
configuration on a per-host basis and self-configures itself as needed. No action is needed
from the user.

In Console, go to Manage > Defenders > Manage.

Your new Defender should be listed in the table, and the status box should be green and
checked.
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nage / Defenders

Ige Mames Deploy

wers DaemonSets

age deployed Defenders

fenders enforce the policies created in Console. A Defender is installed on each host Prisma Cloud protects. Advanced Settings
| 9 1 total entry
Version Cluster Type Listener type Roles Status
20.11.503 Container Defender - Linux Mone 4 Co

Automatically Install Container Defender in a Cluster
Edit on GitHub

Container orchestrators provide native capabilities for deploying agents, such as Defender, to
every node in the cluster. Prisma Cloud leverages these capabilities to install Defender.

The process for deploying Container Defender to a cluster can be found in the dedicated
orchestrator-specific install guides.

If you wish to automate the defenders deployment process to a cluster, or you don't have kubectl
access to your cluster (or oc access for OpenShift), you can deploy Defender DaemonSets directly
from the Console Ul.

This Defender install flow doesn’t let you manually configure a cluster name. Cluster
g . ; ; ,
names let you segment your views of the environment. For most cases, this shouldn’t be
a problem because if you're deploying to a managed cluster, then Prisma Cloud retrieves
the cluster name directly from the cloud provider. If you must manually specify a name,
deploy your Defenders from Manage > Defenders > Deploy > DaemonSet or use twistcli.

If your clusters use ARM architecture or multiple architectures on Google Kubernetes
Engine (GKE) you can’t use the following procedure to automatically deploy the
defenders. Instead, use the manual installation procedure for Kubernetes and edit the
daemonset.yaml configuration file to prepare your workloads.

Deploy Defender DaemonSet using kubeconfig

Prerequisites:

e You've created a kubeconfig credential for your cluster so that Prisma Cloud can access it to
deploy the Defender DaemonSet.
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Deployment process:

STEP 1| Loginto Prisma Cloud Console.
STEP 2| Go to Manage > Defenders > Manage.
STEP 3| Click DaemonSets.

STEP 4| For each cluster in the table, click Actions > Deploy.

The table shows a count of deployed Defenders and their version number.

Deploy Defender DaemonSet for GKE
Prerequisites:

e You deployed a GKE cluster

e You created a corresponding Service Account key in JSON format. The Service Account should
have the following permissions:

e Editor

e Compute Storage Admin

e Kubernetes Engine Admin

e Service Account Token Creator

e You created a GCP credential for your cluster so that Prisma Cloud can access it to deploy the
Defender DaemonSet:

1. Log into Prisma Cloud Console.
2. Go to Manage > Authentication > Credentials Store
3. Click Add credential button

4. Select type GCP and credential level, then copy the content of the JSON Service Account
key into the Service Account line (take it all including brackets).

To deploy the Defender DaemonSet, use the following procedure.

STEP 1| Loginto Prisma Cloud Console.

STEP 2| Go to Manage > Defenders > Manage > DaemonSets.

When the page is loaded, multiple rows of K8S clusters visible with SA credentials are
displayed.

For GCP organizations with hundreds of projects, using organization level credentials
might affect the performance of the page and the time to load the clusters. Therefore,
the best approach to reduce the time and to avoid potential timeouts, is to divide the
projects within your organization into multiple GCP folders. Then, create a service
account and credential for each one of them.

STEP 3| Verify that the status is Success and the Defender count is 0/0 for all relevant clusters.

STEP 4| For each cluster, click Actions > Deploy.
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STEP 5| Refresh the view and verify that for each cluster the version is the correct, the status is
Success, and the Defender count is equal to the number of cluster nodes.

App-Embedded Defender
Edit on GitHub

App-Embedded Defenders monitor and protect your containers to ensure they execute as
designed. Deploy App-Embedded Defender anywhere you can run a container, but can't deploy
Container Defender. App-Embedded Defenders are typically used to protect containers that run
on container-on-demand services, such as Google Cloud Run and Azure Container Instances.

To learn when to use App-Embedded Defenders, see Defender types.

To learn more about App-Embedded Defender’s capabilities, see:

Vulnerability scanning for App-Embedded

Compliance scanning for App-Embedded

Runtime defense for App-Embedded

Protecting front-end containers at runtime with WAAS

™ App-Embedded Defender is the only supported option for securing containers at runtime
when you're using nested virtualization, also known as Docker-in-Docker. Docker-in-
Docker is a setup where you have a Docker container that itself has Docker installed, and
from within the container you use Docker to pull images, build images, run containers, and
so on. To secure the containers inside a container, use App-Embedded Defender.

Securing containers

To secure a container, embed the App-Embedded Defender into it. You can embed App-
Embedded Defenders with the Console Ul, twistcli, or Prisma Cloud API. App-Embedded
Defender has been tested on Azure Container Instances, Google Cloud Run, and Fargate on EKS.

The steps are:
1. Define your policy in Prisma Cloud Console.

App-Embedded Defenders dynamically retrieve rules from Console as they are updated. You
can embed the App-Embedded Defender into a task with a simple initial policy, and then refine
it later, as needed.

2. Embed the App-Embedded Defender into the container.
3. Start the service that runs your container.

The embed process takes a Dockerfile as input, and returns a ZIP file with an augmented
Dockerfile and App-Embedded Defender binaries. Rebuild your container image with the new
Dockerfile to complete the embedding process. The embed process modifies the container’s
entrypoint to run App-Embedded Defender. The App-Embedded Defender, in turn, runs the
original entrypoint program under its control.

When embedding App-Embedded Defender, specify a unique identifier for your container image.
This gives you a way to uniquely identify the App-Embedded Defender in the environment.
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When securing your apps with runtime rules, target rules to apps using the App ID. (Because the
App-Embedded Defender runs inside the container, it can’t reliably get information such as image
and container names.)

Create new runtime rule

Rule name Enter the rule name

Notes Y
Scope A

App IDs * Specify anapp ID

Containers *  Specify a container

Images %  Specify an image

Processes Networking

Process monitoring

@ Allowed

Processes

1. Denied & Fallback

List of process names Effect Alert Prevent

Crypto miners @
Monitor binaries not belonging to the original @
image

Fallback effect 1. Alert

i An empty explicitly allowed field specifies that "any" is allowed. For example, an empty processes field specifies that all processes are allowed.

App ID

When you deploy an App-Embedded Defender, it's embedded inside the container. The embed
process modifies the container’s entrypoint to run App-Embedded Defender first, which in turn
starts the original entrypoint program.

When App-Embedded Defender sends scan data back to Console, it must correlate it to an image.
Because App-Embedded Defender runs inside the container, it can’t retrieve any information
about the image, specifically the image name and image ID. As such, the deployment flow sets an
image name and image ID, and embeds this information alongside the App-Embedded Defender.

During the embed flow, you must specify a value for App ID (or more accurately, app name, which
becomes part of the final App ID). In the Console, this value is presented as the image name.
When specifying App ID, choose a value you can easily trace back to the image when reviewing
and mitigating security findings.
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As part of the embed flow, Prisma Cloud automatically generates a universally unique identifier
(UUID) to represent the image ID. The image ID is a primary key in the Prisma Cloud Compute
database, so it’s essential that it's defined.

Together, the app name plus the generated UUID form the final App ID. The final App ID has the
following format:

<app-name>:<uuid>

The following screenshot shows how images protected by App-Embedded Defender are listed
under Monitor > Vulnerabilities. The Repository column, which represents the image name,
shows two images: ian-app1 and ian-app2. Both ian-app1 and ian-app2 were specified as the App
IDs when embedding Defenders into the images.

Vulnerabilities

nerability Explorer Code repositories Images Hosts Functions CVE viewer VMware Tanzu blobstore

’loyed Registries Cl

)loyed images

rability scan reports for deployed images

? 4 total entries

stry Repository Tag Hosts Clusters Apps
ian-app1 ian-app1:3e910a62-...
ian-app2 ian-app2:ec09edf4-...
twistlock/private defender_22_04_147  ian-console.c.compu...
twistlock/private console_22_04_147 ian-console.c.compu...

The next screenshot shows the scan report for ian-app1. Notice that Image is set to ian-app1,
which was the App ID specified when embedding Defender. Also notice that the value for Image
IDis a UUID.
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etails
jan-app1l
20c421ac-c334-c160-cab0-f3dc45766a83
on Alpine Linux v3.15
3.15.0
ities Compliance Process info Package info Environment Labels
? 7 total entries
Highest severity Description
@ critical expat version 2.4.1-r0 has 15 vulnerabilities
@ critical busybox (used in ssl_client, busybox) version 1.34.1-r3 has 2 vulnerabilities
® high zlib version 1.2.11-r3 has 1 vulnerability
® high openssl (used in libssl1.1, libcryptol.1) version 1.1.1l-r7 has 2 vulnerabilities
@® high libretls version 3.3.4-r2 has 1 vulnerability
©® medium krb5 (used in krb5-libs) version 1.19.2-r4 has 1 vulnerability
low xz (used in xz-libs) version 5.2.5-r0 has 1 vulnerability
Finally, back in Monitor > Vulnerabilities, notice that the Apps column shows the final App
ID, which is the combination of the app name (specified as App ID in the embed flow) plus the
internally generated UUID.
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Vulnerabilities

nerability Explorer Code repositories Images Hosts Functions CVE viewer VMware Tanzu blobstore

sloyed Registries Cl

)loyed images

rability scan reports for deployed images

? 4 total entries

stry Repository Tag Hosts Clusters Apps
ian-app1 ian-app1:3e910a62-...
ian-app2 ian-app2:ec0%edf4-...
twistlock/private defender_22_04_147  ian-console.c.compu...
twistlock/private console_22_04_147 ian-console.c.compu...

Embed App-Embedded Defender
Embed App-Embedded Defender into a container image from Console’s Ul.
Prerequisites:

e At runtime, the container where you’re embedding App-Embedded Defender can reach
Console over the network. For Enterprise Edition, Defender talks to Console on port 443. For
Compute Edition, Defender talks to Console on port 8084.

¢ You have the Dockerfile for your image.

STEP 1| Open Console, and go to Manage > Defenders > Deploy > Defenders.
STEP 2| In Deployment method, select Single Defender.

STEP 3| Select the DNS name or IP address that App-Embedded Defender uses to connect to
Console.

STEP 4| In Choose the Defender type, select Container Defender - App-Embedded Defender.
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STEP 5| In Monitor file system events, set the toggle to On if your runtime policy requires it.

If App-Embedded Defender is deployed with this setting turned on, the sensor will monitor
file system events, regardless of how your runtime policy is configured, and could impact the
underlying workload’s performance.

If you later decide you want to disable the sensor completely, you must re-embed App-
Embedded Defender with this setting turned off.

Conversely, if you deploy App-Embedded Defender with this setting disabled, and later decide
you want file system protection, you'll need to re-embed App-Embedded with this setting
enabled.

You can specify the default setting for this toggle so it's set the same way for all App-
Embedded Defender deployments.

STEP 6| In Deployment type, select Dockerfile.

STEP 7| In App ID, enter a unique identifier for the App-Embedded Defender.

All vulnerability, compliance, and runtime findings for the container will be aggregagted under
this App ID In Console, the App ID is presented as the image name. Be sure to specify an App
ID that lets you easily trace findings back to the image.

STEP 8| In Dockerfile, click Choose File, and upload the Dockerfile for your container image.

STEP 9| Click Create embedded ZIP.

A file named app_embedded_embed_help.zip is created and downloaded to your system.
STEP 10 | Unpack app_embedded_embed_help.zip.

$ mkdir tmp
$ unzip app embedded embed help.zip -d tmp/

STEP 11 | Build the modified Docker image.

$ cd tmp/
$ docker build

STEP 12 | Tag and push the updated image to your repository.

Embed App-Embedded Defender manually

Embed App-Embedded Defender into a container image manually. Modify your Dockerfile with
the supplied information, download the App-Embedded Defender binaries into the image’s build
context, then rebuild the image.

Prerequisites:

e At runtime, the container where you're embedding App-Embedded Defender can reach
Console over the network. For Enterprise Edition, Defender talks to Console on port 443. For
Compute Edition, Defender talks to Console on port 8084.

e The host where you're rebuilding your container image with App-Embedded Defender can
reach Console over the network on port 8083.
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¢ You have the Dockerfile for your image.

STEP 1| Open Console, and go to Manage > Defenders > Deploy > Defenders.

STEP 2| In Deployment method, select Single Defender.

STEP 3| Select the DNS name or IP address that App-Embedded Defender uses to connect to
Console.

STEP 4| In Choose the Defender type, select Container Defender - App-Embedded Defender.

STEP 5| In Monitor file system events, set the toggle to On if your runtime policy requires it.

If App-Embedded Defender is deployed with this setting turned on, the sensor will monitor
file system events, regardless of how your runtime policy is configured, and could impact the
underlying workload’s performance.

If you later decide you want to disable the sensor completely, you must re-embed App-
Embedded Defender with this setting turned off.

Conversely, if you deploy App-Embedded Defender with this setting disabled, and later decide
you want file system protection, you'll need to re-embed App-Embedded with this setting
enabled.

You can specify the default setting for this toggle so it’s set the same way for all App-
Embedded Defender deployments.

STEP 6| In Deployment Type, select Manual.

A set of instructions for embedding App-Embedded Defender into your images is provided.

1.

Using the provided curl command, download the App-Embedded Defender binary into
your image’s build context directory.

Open your Dockerfile for editing.
Add the App-Embedded Defender to the image.

ADD twistlock defender app embedded.tar.gz /twistlock/

Add the specified environment variables.

When setting DEFENDER_APP_ID, specify a value that lets you easily trace findings back
to the image. All vulnerability, compliance, and runtime findings for the container will be
aggregagted under this App ID In Console, the App ID is presented as the image name.

Modify the entrypoint so that your app starts under the control of App-Embedded
Defender.

For example, to start the hello-world program under the control of App-Embedded
Defender, specify the following entrypoint.

ENTRYPOINT ["/twistlock/defender", "app-embedded", "hello-
world"]

Prisma Cloud Compute Edition Administrator’s Guide 22.06 152 ©2023 Palo Alto Networks, Inc.

(EoL)



Install

STEP 7| Rebuild your image.

$ docker build

STEP 8| Tag and push the updated image to your repository.

Embed App-Embedded Defender with twistcli

Prisma Cloud supports automation for embedding App-Embedded Defender into container
images with either twistcli or the API. This section shows you how to use twistcli. To learn how to
use the API, see the API docs.

Prerequisites:

e The container where you're embedding App-Embedded Defender can reach Console’s port
8084 over the network.

¢ You have the Dockerfile for your image.

STEP 1| Download twistcli.
1. Loginto Console, and go to Manage > System > Utilities.
2. Download the twistcli binary for your platform.

STEP 2| Generate the artifacts for an updated container with twistcli.

A file named app_embedded_embed<app_id>.zip_ is created.

$ ./twistcli app-embedded embed \
--user <USER>
--address "https://<CONSOLE>:8083" \
--console-host <CONSOLE> \
--app-id "<APP-ID>" \
--data-folder "<DATA-FOLDER>" \
Dockerfile

e <USER>—Name of a Prisma Cloud user with a minimum role of Defender Manager.
e <CONSOLE>—DNS name or IP address for Console.

e <APP-ID>—Unique identifier. When setting <APP-ID>, specify a value that lets you easily
trace findings back to the image. All vulnerability, compliance, and runtime findings for the
container will be aggregagted under this App ID. In Console, the App ID is presented as the
image name. For example, my-app.

e <DATA-FOLDER> — Readable and writable directory in the container’s filesystem. For
example, /tmp.

e To enable file system protection, add the --filesystem-monitoring flag to the twistcli
command.

STEP 3| Unpack app_embedded_embed_help.zip.

$ mkdir tmp
$ unzip app embedded embed help.zip -d tmp/

Prisma Cloud Compute Edition Administrator’s Guide 22.06 153 ©2023 Palo Alto Networks, Inc.
(EoL)



Install

STEP 4| Build the updated image.

$ cd tmp/
$ docker build

STEP 5| Tagand push the updated image to your repository.

Connected Defenders

You can review the list of all Defenders connected to Console under Manage > Defenders >
Manage > Defenders. To see just App-Embedded Defenders, filter the table by type, Type:
Container Defender - App-Embedded.

Defenders
nage Names Deploy
‘enders DaemonSets

nage deployed Defenders

ders enforce the policies created in Console. Install Defender on each host you want Prisma Cloud to defend.  Advanced settings

Type: Container Defender - App-Embedded X I ? 2 total entries (filtered)
Version  Cluster Type Listenert... Status
ppl:3e910a62-8d0d-9bd7-ade... 22.04.... Container Defender - App-Embedded  None © Connected for 4 days
pp2:ec09edf4-bdfc-2b28-8ed8... 22.04.... Container Defender - App-Embedded  None @ Connected for 4 days

By default, Prisma Cloud removes disconnected App-Embedded Defenders from the list after
an hour. As part of the cleanup process, data collected by the disconnected Defender is also
removed from Monitor > Runtime > App-Embedded observations.

There is an advanced settings dialog under Manage > Defenders > Manage > Defenders,
which lets you configure how long Prisma Cloud should wait before cleaning up
disconnected Defenders. This setting doesn’t apply to App-Embedded Defenders.
Disconnected App-Embedded Defenders are always removed after one hour.

App-Embedded Defender for Fargate
Edit on GitHub
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App-Embedded Defenders for Fargate monitor and protect your Fargate tasks to ensure they
execute as designed.

To learn when to use App-Embedded Defenders, see Defender types.

To learn more about App-Embedded Defender’s capabilities, see:

Vulnerability scanning for App-Embedded

Compliance scanning for App-Embedded

Runtime defense for App-Embedded

Protecting front-end containers at runtime with WAAS

For front-end Farate tasks, deploy the WAAS application firewall for additional runtime
protection.

Architecture

When you embed the App-Embedded Defender into your Fargate task, Prisma Cloud modifies the
task definition. The updated task definition includes a Prisma Cloud sidecar container. The sidecar
container handles all communication with Console, including retrieving policies and sending
audits. It also hosts the App-Embedded Defender binaries, which are shared with the task’s other
containers through a shared volume. The embed process modifies each containerDefinition to:

¢ Mount the Prisma Cloud sidecar container’s shared volume to gain access to the App-
Embedded Defender binaries.

e Start the original entrypoint command under the control of App-Embedded Defender.

App-Embedded Defenders do not communicate directly with Console. All communication is
proxied through the Prisma Cloud sidecar container. The following diagram illustrates the setup:

dWS Fargate cluster

Task

TCP:8084 [
TW Defender <— TW | Container 1

\

Console

TW | Container 2

App ID

Each App-Embedded Defender deployed in an ECS Fargate task has an App ID that’s
automatically generated during the embed flow. For ECS Fargate tasks, the App ID is constructed
from the task name and an internally generated UUID. The format is:

<task-name>:<UIID>
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This App ID is used throughout the Console Ul. In particular, it's listed in the Apps column of the
vulnerability and compliance scan reports under Monitor > Vulnerabilities > Images > Deployed
and Monitor > Compliance > Images > Deployed.

WAAS for Fargate

All the capabilities of standard WAAS are available for Fargate tasks. The only difference is that
Fargate Defenders run as a reverse proxies to all other containers in the task. As such, when you
set up WAAS for Fargate, you must specify the exposed external port where Fargate Defender
can listen, and the port (not exposed to the Internet) where your web application listens. WAAS
for Fargate forwards the filtered traffic to your application port - unless an attack is detected and
you chose Prevent in your WAAS for Fargate rule.

For more information on the type of attacks that Prisma Cloud detects and prevents, see Prisma
Cloud WAAS.

Securing Fargate tasks

To secure a Fargate task, embed the Prisma Cloud Fargate Defender into it. The steps are:
1. Define your policy in Prisma Cloud Console.

App-Embedded Defenders dynamically retrieve rules from Console as they are updated. You
can embed the App-Embedded Defender into a task with a simple initial policy, and then refine
it later, as needed.

2. Embed the Fargate Defender into your task definition.
3. Start the service.
When securing Fargate tasks with runtime rules and WAAS, target rules to tasks using the Scope

fields. For runtime, scope rules by image and container name. Policy is applied per-container in the
task.
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ite new runtime rule

> name Enter the rule name
es
7
pe A
 IDs *  Specify an app ID
tainers %  Specify a container
ges %  Specify an image
cesses Networking

ocess monitoring  GEEEE)

Allowed 1. Denied & Fallback

esses List of process names Effect Alert Prevent

Crypto miners @
Monitor binaries not belonging to the original @
image

Fallback effect 1. Alert

n empty explicitly allowed field specifies that "any" is allowed. For example, an empty processes field specifies that all processes are allowed.

Cance

For WAAS, scope rules by App ID. Policy is applied per-task. The WAAS firewall listens on a
specific port, and since all containers run in the same network namespace, it applies to the entire
task.
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Create new CNAF rule

General HTTP Headers File Uploads Intelligence Gathering Advanced

Rule name Enter the rule name
Notes

Action Disable Alert Prevent

/| Prisma Cloud Advanced Threat Protection

SQUi attack protection | XSS attack protection
/| CSRF protection /]| Clickjacking protection
i/ Attack tool protection i/ Shellshock protection

~/| Malformed request protection

Port Mapping External Port Application Port TLS Actions

There is no data to show

External port External port

Application Application port

port

s D
App IDs *  Specify an app ID

Cancel

Task entrypoint

When Prisma Cloud generates a protected task definition, it needs to know the container image’s
entrypoint and/or cmd instructions. We override these values to first run the App-Embedded
Defender, and then run the original entrypoint/cmd under Defender’s watch.

Setting the entrypoint in a task definition is optional. It's only required when you want to
override the image’s entrypoint as specified in its Dockerfile. As such, many task definitions don't
explicitly specify it. However, Prisma Cloud needs to know what it is so it can run original app
under Defender’s control. To aid in embedding Defender into Fargate tasks without any manual
intervention (i.e. updating task definitions to explicitly specify entrypoints), Prisma Cloud can
automatically find the image’s entrypoint and set it up in the protected task definition.

Prisma Cloud can find the image’s entrypoint from:

e Registry scans. When Prisma Cloud scans an image from a registry, it saves the entrypoint
and cmd to the database. When embedding Defender into a task, Prisma Cloud searches the
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database to see if it's seen the task’s image before. If so, it extracts the original entrypoint, and
sets it up in the new protected task definition.

¢ Querying the registry directly. If the image hasn’t been scanned by the registry scanner, then
you can point Prisma Cloud to the registry where the image lives, and Prisma Cloud can find
and extract the entrypoint. Prisma Cloud supports the following registries:

e AWS Elastic Container Registry (ECR).
e Docker Registry v2.
e JFrog Artifactory.

Automatically extracting the entrypoint using one of the methods described above is optional. It
can be enabled or disabled when embedding Defender in a task definition.

The twistcli tool also supports entrypoint extraction when generating protected task definitions.
For more information, see the help menu:

twistcli app-embedded generate-fargate-task --help

If your task definition specifies the command parameter, but no entrypoint, AND you've
enabled Prisma Cloud’s automatic entrypoint extraction, then Prisma Cloud will bypass
automatic entrypoint extraction, and instead generate a protected task definition using
the command parameter.

Embedding App-Embedded Defender into Fargate tasks

Prisma Cloud cleanly separates the code developers produce from the Fargate containers we
protect. Developers don’t need to change their code to accomodate Prisma Cloud. They don't
need to load any special libraries, add any files, or change any manifests. When a container is
ready to be deployed to test or production, run your task definition through our transform tool to
automatically embed the Fargate Defender, then load the new task definition into AWS.

The method for embedding the Fargate Defender was designed to seamlessly integrate into the
Cl/CD pipeline. You can call the Prisma Cloud API to embed the Fargate Defender into your task
definition.

Prerequisites:

e The task where you're embedding the App-Embedded Defender can reach Console over the
network. For Enterprise Edition, Defender talks to Console on port 443. For Compute Edition,
Defender talks to Console on port 8084.

e You have a task definition.

¢ You have already created an ECS cluster.
e Cluster VPC and subnets.

e Taskrole.

e Your image has a shell.
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@ You can optionally run the Fargate Defender sidecar as a non-essential container. This
configuration isn’t recommended because Defender’s goal is to ensure that tasks are
always protected.

If you've configured Defender as a non-essential container and you're having issues with
your setup, first validate that Defender is running as expected before contacting Palo Alto
Networks customer support. By setting Defender as non-essential, there is no guarantee
that Defender is running, and validating that it’s running is the first step in debugging such
issues.

Supported task definition formats

Prisma Cloud supports the following task definition formats:

e Standard JSON format, as described here.

e CloudFormation templates for AWS::ECS::TaskDefinition in JSON and YAML formats, as
described here. You can use either just the task definition part of the CloudFormation
template, or a full CloudFormation template.

Example of a standard JSON format task definition:

{

"containerDefinitions": [
{
Ilnamell: "Web” ,
"image": "nginx",
"entryPoint": [
"/http server"
]
}
1,
n pull : II256II ,
"executionRoleArn": "arn:aws:iam::112233445566:role/
ecsTaskExecutionRole",
"family": "webserver",
“memory": "512",
"networkMode": "awsvpc",

"requiresCompatibilities": [
"FARGATE"
]

}
Example of the equivalent task definition as a JSON CloudFormation template:
"Type" : "AWS::ECS::TaskDefinition",

"Properties": {
"ContainerDefinitions": [

{
"Name": "web",
“Image": "nginx",
"EntryPoint": [
"/http server"
]
}
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1,
"Cpu" : 256,

"ExecutionRoleArn": "arn:aws:iam::112233445566:role/
ecsTaskExecutionRole",

"Family": "webserver",

“Memory" : 512,

"NetworkMode" : "awsvpc",

"RequiresCompatibilities" : [

"FARGATE"
]

}
}

Example of a full JSON CloudFormation template that includes a Fargate task definition:

“"AWSTemplateFormatVersion": "2010-09-09",
"Resources": {
"fargateTaskDefinition": {
"Type": "AWS::ECS::TaskDefinition",
"Properties": {
"ExecutionRoleArn": "arn:aws:iam::1234567891234:role/
ecsTaskExecutionRole",
"ContainerDefinitions": [
{
"Name": "test-server",
“Image": "1234567891234.dkr.ecr.us-east-1.amazonaws.com/
user:ubuntu-test-server”,
“"MemoryReservation": "",
"Essential": true,
"PortMappings": [1,
"Cpu": 256,
“Memory": 512,
"EntryPoint": [
“/http server"

"EnvironmentFiles": [],
"LogConfiguration": {
“LogDriver": "awslogs",
"Options": {
"awslogs-group": "/ecs/user-tracer-test”,
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "ecs"
}
}
}
1,
“Memory": "512",
"TaskRoleArn": "arn:aws:iam::1234567891234:role/
ecsTaskExecutionRole",
"Family": "TASK-NAME",
"RequiresCompatibilities": [
"FARGATE"
1,
"NetworkMode": "awsvpc",
Ilcpull : II256II'
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"InferenceAccelerators": [1],
"Volumes": [1,
"TagS": []

I -
"HelloLambdaRole": {
"Type": "AWS::IAM::Role",
"Properties": {
"RoleName": "HelloLambdaRolel",
"AssumeRolePolicyDocument”: {
"Statement": [

"Effect": "Allow",
“Principal”: {
"Service": "lambda.amazonaws.com"

3,

"Action": "sts:AssumeRole"

Example of a full YAML CloudFormation template that includes a Fargate task definition:

AWSTemplateFormatVersion: "2010-09-09"
Resources:
fargateTaskDefinition:
Type: 'AWS::ECS::TaskDefinition'
Properties:
ExecutionRoleArn: 'arn:aws:iam::1234567891234:role/
ecsTaskExecutionRole'
ContainerDefinitions:
- Name: test-server
Image: >-
1234567891234 .dkr.ecr.us-east-1.amazonaws.com/

user:ubuntu-test-server

MemoryReservation: "'

Essential: true

PortMappings: []

Cpu: 256

Memory: 512

EntryPoint:

- /http server
EnvironmentFiles: []

LogConfiguration:
LogDriver: awslogs
Options:

awslogs-group: /ecs/user-tracer-test
awslogs-region: us-east-1
awslogs-stream-prefix: ecs
Memory: '512'
TaskRoleArn: 'arn:aws:iam::1234567891234:role/
ecsTaskExecutionRole'
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Family: TASK-NAME

RequiresCompatibilities:
- FARGATE

NetworkMode: awsvpc

Cpu: '256'

InferenceAccelerators: []

Volumes: []

Tags: []
HelloLambdaRole:
Type: 'AWS::IAM::Role'
Properties:

RoleName: HellolLambdaRole2
AssumeRolePolicyDocument:

Statement:
- Effect: Allow
Principal:

Service: lambda.amazonaws.com
Action: 'sts:AssumeRole'

Embed App-Embedded Defender from the Console Ul

You can created a protected task definition in the Console UI.
Prerequisites:

e You've already created an ECS cluster, cluster VPC, and subnets.
e You've already created a task role.

e You have a task definition.

e At runtime, your tasks can connnect to Prisma Cloud Console over the network. Prisma Cloud
Defender connects to Console to retrieve runtime policies and send audits. For Enterprise
Edition, Defender talks to Console on port 443. For Compute Edition, Defender talks to
Console on port 8084 (although the port number is configurable at install-time).

STEP 1| Log into Prisma Cloud Console.
STEP 2| Go to Manage > Defenders > Deploy > Defenders.
STEP 3| In Deployment method, select Single Defender.

STEP 4| Select the DNS name or IP address that App-Embedded Defender uses to connect to
Console.

A list of IP addresses and hostnames are pre-populated in the drop-down list. If none
of the items are valid, select the Names tab and add a new subject alternative name
(SAN) using Add SAN button. After adding a SAN, your IP address or hostname will be
available in the drop-down list in the Deploy tab.

Selecting an IP address in a evaluation setup is acceptable, but using a DNS name is
more resilient. If you select Console’s IP address, and Console’s IP address changes,
your Defenders will no longer be able to communicate with Console.

STEP 5| In Choose the Defender type, select Container Defender - App-Embedded Defender.
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STEP 6| In Monitor file system events, set the toggle to On if your runtime policy requires it.

If App-Embedded Defender is deployed with this setting turned on, the sensor will monitor
file system events, regardless of how your runtime policy is configured, and could impact the
underlying workload’s performance.

If you later decide you want to disable the sensor completely, you must re-embed App-
Embedded Defender with this setting turned off.

Conversely, if you deploy App-Embedded Defender with this setting disabled, and later decide
you want file system protection, you'll need to re-embed App-Embedded with this setting
enabled.

You can specify the default setting for this toggle so it's set the same way for all App-
Embedded Defender deployments.

STEP 7| In Deployment type, select Fargate task.

STEP 8| Set up the task’s entrypoint.

If your task definition doesn't explicitly specify an entrypoint, Prisma Cloud can automatically
determine how to set it to start the image’s app under App-Embedded Defender’s control.

If you don’t enable any of the following options AND your task defintion doesn’t
specify an entrypoint, you must update your task definition to include matching
entrypoint and cmd parameters from the Dockerfile(s) of the image(s) in your task.
Because Prisma Cloud won't see the actual images as part of the embedding flow, it
depends on having these parameter present insert the App-Embedded Defender into
the task startup flow.

1. Set Automatically extract Entrypoint to On.

Prisma Cloud finds the image and its entrypoint in the registry scan results.
2. (Optional) Tell Prisma Cloud where it can find the image.

If Prisma Cloud hasn’t scanned the image, you can point it to registry where the image
resides. Prisma Cloud will find the image and extract it’s entrypoint.

Specify the registry type and pick the credential Prisma Cloud can use to access the
registry.
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STEP 9| Embed the Fargate Defender into your task definition.

1. Set Template type according to the format used to specify your task definition.
¢ Native Fargate — Standard JSON format, as described here.

e CloudFormation — CloudFormation template for AWS::ECS::TaskDefinition, as
described here.

2. Copy and paste your task definition into the left-hand box.
3. Click Generate protected task.

4. Copy the updated task definition from the right-hand box, and use it to create a new
task definition in AWS.

The newly generated task definition always uses the version of Defender that matches
the Console from which you are generating the task definition. The task definition
includes a complete configuration, such as volumes, startup dependencies, entrypoint,
healthchecks for its successful execution. Therefore, manually changing the Defender
version label in the task is not supported.

Embed App-Embedded Defender with twistcli

STEP 1|

STEP 2|

STEP 3 |

The twistcli command line tool lets you embed App-Embedded Defender into Fargate task
definitions.

Prerequisites:

You've already created an ECS cluster, cluster VPC, and subnets.
You've already created a task role.
You have a task definition.

Running tasks can connnect to Prisma Cloud Console over the network. Prisma Cloud
Defender connects to Console to retrieve runtime policies and send audits. For Enterprise
Edition, Defender talks to Console on port 443. For Compute Edition, Defender talks to
Console on port 8084 (although the port number is configurable at install-time).

Log into Prisma Cloud Console.

Go to Manage > System > Utilities, and download twistcli for your machine’s operating
system.

Run twistcli to embed Defender into the task definition.

$ twistcli app-embedded generate-fargate-task \
--user <USER> \
--address "<CONSOLE URL>" \
--console-host "<CONSOLE ADDR>" \
--output-file "protected taskdef.json" \
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taskdef.json

If your task definition file is specified as a CloudFormation template, then add the --
cloud-formation option to the twistcli command. You can use JSON or YAML formats in
CloudFormation template.

e <USER>—Prisma Cloud user with a role of Defender Manager or higher.

e <CONSOLE_URL>—RFC 1808 scheme and netloc for Console. twistcli uses this value
to connect to Console to submit the task definition for embedding Defender. Example:
https://127.0.0.1:8083

e <CONSOLE_ADDR>—RFC 1738 host where Console runs. This value will be the fully
qualified domain name of the network host, or IP address, where Console runs. This value
configures how the embedded Defender connects to Console.

Creating a task definition in AWS

Create a new task definition in AWS with the output from the previous section. If you already
have an existing task definition, create a new revision.

STEP 1| Loginto the AWS Management Console.
STEP 2| Go to Services > ECS.

STEP 3| Click Task Definitions, then click Create new Task Definition.
1. Select Fargate, then click Next step.
2. Scroll to the bottom of the page, and click Configure via JSON.

3. Delete the prepopulated JSON, then paste the JSON generated for task from the
previous section.

4. Click Save.

STEP 4| Validate task content.
1. Task name should be as described in the JSON.

2. Select the Task Role.
3. The task should include the TwistlockDefender container.
4. Click Create.
5. Click View task definition.
Testing the task

STEP 1| Loginto the AWS Management Console.
STEP 2| Go to Services > ECS.

STEP 3| Click Clusters, then select one of your Fargate cluster.
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STEP 4| Click the Services tab, then click Create.
1. For Launch type, select Fargate.
For Task Definition, select your pre-defined task.
Enter a Service name.
For Number of tasks, enter 1.
Click Next step.
Select a Cluster VPC and Subnets, then click Next step.

For Service Auto Scaling, select Do not adjust the service’s desired count, then click
Next step.

No vk wN

8. Review your settings, then click Create Service.

STEP 5| Validate the results.
1. Click View Service.
2. When Last status is Running, your Fargate task is running.
3. The containers are running.

STEP 6| View the defender in the Prisma Cloud Console: Go to Manage > Defenders > Manage >
Defenders and search the fargate task by adding the filters Fargate and Status:Connected.

oloyed Defenders

he policies created in Console. Install Defender on each host you want Prisma Cloud to defend.  Advanced settings

ulnerability-compliance-task:ff086c48... X  Status: Connected X ? 1 total entry (filtered) Ecsv @
Version Cluster Type Listener type Status
ty-co... 21.03.673 Fargate Mone [ Connected for 2 days

Connected Defenders

You can review the list of all Defenders connected to Console under Manage > Defenders >
Manage > Defenders. To narrow the list to just App-Embedded Defenders, filter the table by
type Type: Container Defender - App-Embedded. To see the list of Fargate tasks protected by App-
Embedded Defender, filter the table by Type: Fargate.
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Defenders
nage Names Deploy
‘enders DaemonSets

nage deployed Defenders

ders enforce the policies created in Console. Install Defender on each host you want Prisma Cloud to defend.  Advanced settings

Type: Container Defender - App-Embedded x I ? 2 total entries (filtered)
Version  Cluster Type Listenert... Status
ppl:3e910a62-8d0d-9bd7-ade... 22.04.... Container Defender - App-Embedded  None @ Connected for 4 days
pp2:ec0%edf4-bdfc-2b28-8ed8... 22.04.... Container Defender - App-Embedded  None @ Connected for 4 days

By default, Prisma Cloud removes disconnected App-Embedded Defenders from the list after
an hour. As part of the cleanup process, data collected by the disconnected Defender is also
removed from Monitor > Runtime > App-Embedded observations.

There is an advanced settings dialog under Manage > Defenders > Manage > Defenders,
which lets you configure how long Prisma Cloud should wait before cleaning up
disconnected Defenders. This setting doesn’t apply to App-Embedded Defenders.
Disconnected App-Embedded Defenders are always removed after one hour.

Jenkins Fargate example

Passing the Fargate task definition to your Prisma Cloud Console’s API returns the Prisma Cloud
protected Fargate task definition. Use this task definition to start Prisma Cloud protected Fargate
containers. This example demonstrates using the Jenkins Pipeline build process to:

e Call the Prisma Cloud Console’s APl endpoint for Fargate task creation.
e Pass the Fargate task definition to the API.
e Capture the returned Prisma Cloud protected Fargate task definition.

¢ Save the Prisma Cloud protected Fargate task definition within the Pipeline’s archive https://
<jenkins>/job/<pipeline_name>/<job#>/artifact/tw_fargate.json

In this example, a simple task fargate.json and Jenkinsfile have been placed in a GitHub repository.

Prisma Cloud Compute Edition Administrator’s Guide 22.06 168 ©2023 Palo Alto Networks, Inc.
(EoL)



Install

tlock Fargate Defender Task Definition

‘D 8 Commits ¥ 1 Branches > 0 Releases

l ¥ Branch: master ~ Fargate Mew file Upload file JESERESRES

i}

 PaulFox abcff79308 Cleaned up the jenkins file

Jenkinsfile

README.md

fargate.json

abcff79388 Cleaned up the jenkins file
la6@e637as first commit

edfdéd2d9d Fargate JSON

node {

stage('Clone repository') {
checkout scm
}

stage('Fargate Task call') {
withCredentials([usernamePassword(credentialsId:
'twistlockDefenderManager', passwordVariable: 'TL PASS',
usernameVariable: 'TL USER')]1) {
sh 'curl -s -k -u $TL USER:$TL PASS https://
$TL CONSOLE/api/vl/defenders/fargate.json?consoleaddr=$TL CONSOLE
-X POST -H "Content-Type:application/json" --data-binary
"@fargate.json" | jg . > tw fargate.json'
sh ‘cat tw fargate.json'
}

}

stage('Publish Function') {
archiveArtifacts artifacts: 'tw fargate.json'}
}
}

STEP 1| Create an account in Prisma Cloud with the Defender Manager role.

STEP 2| Create a Jenkins username/password credential for this account called

twistlockDefenderManager.

STEP 3| The $TL_Console Jenkins global variable was defined when the Prisma Cloud Jenkins plugin

was installed.
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STEP 4| Create a Jenkins Pipeline.
1. Definition: Pipeline script from SCM.
2. SCM:Git.
3. Repository URL: <path to repository that contains both the Jenkinsfile and fargate.json>.
4. Credentials: <credentials for repository>.
5. Script path: Jenkinsfile.
6. Save.
STEP 5| Run Build Now.
Stage View
Clone Fargate Task Publish
repository call Function
263ms 664ms 52ms
Mar 0 ®
. 263ms 664ms 52ms
15:42
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STEP 6| The tw_fagate.json file will be within the archive of this build https://<jenkins>/job/
<pipeline_name>/<job#>/artifact/tw_fargate.json.

{

"containerDefinitions": [
{

"command”: null,

"entryPoint": [
"/bin/tw/fargate/fargate_defender.sh"”,
"fargate",

"entrypoint",
"entry.sh"
1.
"environment": [
{
"name”: "TW_IMAGE NAME",
"walue": "matthewabg/twistlock-fargate-auto"
b

{
"name”: "TW_CONTARINER_NAME",

"walue": "twistlock-fargate-task"

}
1.

"image": "matthewabg/twistlock-fargate-auto”,
"mountPoints": [

{
"containerPath”: "/bin/tw/fargate/policy”,

"readOnly": true,
"sourceVolume": "tw_policy"
}
1.
"name": "twistlock-fargate-task",
"portMappings": [],
"wolumesFrom": [
{
"readOnly”: false,
"sourceCentainer": "TwistlockDefender"

"entryPoint": [
"fusr/local/bin/defender"”,
"fargate",

"sidecar"

]f

"environment": [

{

"name"”: "INSTALL BUNDLE",

"value": "eyJjYSSwIWOiOiItLS0tLUJFROLOIENFULRIRKIDOVRFLSOLLS ekl
T
{

Default setting for App-Embedded Defender file system

protection

Edit on GitHub
Because App-Embedded Defender’s file system protection could affect workload performance,
you can enable or disable it.
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This procedure is intended for security teams that want to set a global recommendation for
whether file system protection should be enabled when teams deploy App-Embedded Defenders.

By default, file system protection is disabled in App-Embedded Defenders. Security teams can
turn it on by default so that teams that build and manage apps will deploy Defender according to
your organization’s best practices. Individual teams can optionally override the default setting at
embed-time, and they may want to do so if file system protection interferes with their workload'’s
operation.

STEP 1| Loginto Console.
STEP 2| Go to Manage > Defenders > Manage > Defenders.

STEP 3| Click Advanced settings.

STEP 4| Set Default file system protection statefor App-Embedded Defenders to On or Off.

Advanced Defender settings

Local Defender API port 9998
Automatically remove disconnected Defenders 1

after (days)

Custom compliance checks for hosts e |

6 This option requires unrestricted access to the host to perform your custom checks.
After the option is enabled, any Defenders that perform the custom checks must be reinstalled.

Default file system protection state ot (P
for App-Embedded Defenders

© You can override the default state when deploying a specific Defender.
If you change the default state, you must redeploy existing Defenders to apply the change.
Note: Depending on the workload behavior, enabling file system protection may impact workload performance.
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STEP 5| Validate the global setting has been properly applied by inspecting the Defender embed
flow.

1. Go to Manage > Defenders > Deploy > Defenders.

2. In Deployment method, select Single Defender.

3. In Choose the Defender type, select Container Defender - App-Embedded.
4

Verify that the value for Monitor file system events matches the value you set in
Advanced settings.

Defenders
écLouD
Manage Names Deploy
Radars
Defenders Host auto-defend Serverless auto-defend
Defend
Monitor Deploy Defenders
Manage Defenders enforce the policies created in Console. Install Defender on each host you want Prisma Cloud to prot

Cloud accounts

Logs Deployment method (o] i /gl  Single Defender

Projects Choose the name that Defender will use to connect to this Console
Defenders 35.238.63.75

Alerts

Collections and Tags Choose the Defender type

Authentication Container Defender - App-Embedded

System

Enable file system runtime protection 2 on @D

Deploy App-Embedded Defender
Deployment type EICICREE @M Dockerfile  Manual

Automatically extract Entrypoint ot P
?

Use Entrypoint interpreter ot (P

Template type NELWERETC 1M CloudFormation
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VMware Tanzu Application Service (TAS) Defender
Edit on GitHub

You can deploy a dedicated Defender on the Diego cells (Hosts) in your environment. The Prisma
Cloud tile installs a TAS Defender on every Diego cell in the TAS environment, including Diego
cells that run in Isolation Segments.

Tanzu Application Service (TAS) Defender supports the following functions:

Vulnerability scanning for running apps.

Vulnerability and compliance scanning for the underlying Diego cell hosts.

Blobstore scanning for buildpack-based apps.
e Runtime protection (process, networking, and file system).

Defender is deployed as BOSH Director addon. Addons are BOSH release jobs that run on
each Diego cell host. Defender runs as a service under the root user. The Defender service is
monitored by the Bosh agent, with the help of Monit. Note that the Defender service isn't a
Garden container.

Console lets you deploy Defender to multiple TAS environments. In Console, Defenders report
which Cloud Controller they report to.

Currently, TAS Defender doesn’t support blocking for runtime rules, vulnerability rules, and
compliance rules. The block action stops the entire container. The app lifecycle is controlled by
the Tanzu Application Service framework, so Prisma Cloud cannot effectively block running apps.
TAS Defender, however, does support the prevent action.

® Denied & Fallback
Effect Alert Prevent Block
Processes started from modified binaries
Crypto miners

Processes used for lateral movement

d888

Child processes started by unrecognized

parents
Processes sleep X List of denied proc
Fallback effect & Prevent

TAS Defender currently doesn’t support custom compliance checks.
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Install the TAS Defender
Go to the Tanzu Ops Manager Installation Dashboard to install TAS Defender.

If you're upgrading from a release earlier than 20.09, you must first uninstall any previous
versions of TAS Defender. In version 20.09, the tile has been rearchitected. The old tile
created a dedicated VM in the TAS environment with a Defender installed, and supported
blobstore scanning only. The new tile installs Defender on every Diego cell in the TAS
environment, with expanded support for app scanning, host scanning, and runtime
defense.

Prerequisites:

e Prisma Cloud Compute Console has already been installed somewhere in your environment.

STEP 1|

STEP 2|

STEP 3 |

STEP 4|
STEP5 |

STEP 6 |

STEP 7|

In Prisma Cloud Console, go to Manage > System > Utilities, and download the TAS tile.

In the Ops Manager Installation Dashboard, click Import a Product, and select the tile you
downloaded.

Retrieve the install command from Prisma Cloud Console. It's used to configure the tile.

1.
2.

3.
4.

Go to Manage > Defenders > Deploy > Single Defender.

Choose the DNS name or IP address the TAS Defender will use to connect to Console.
If a suitable option is not available, go to Manage > Defenders > Names, and add a DNS
name or IP address to the SAN table.

Set the Defender type to TAS Defender.
Copy the install command and set it aside.

Go to the Tanzu Ops Manager Installation Dashboard.

Add the Prisma Cloud tile to your staging area. Click the + button next to the version of the
tile you want to install.

Click the newly added Prisma Cloud for TAS tile.

Configure the tile.

1.

In Prisma Cloud Component Configuration, paste the install command you copied from
Prisma Cloud Console. Provide a name for this specific TAS Foundation, then click Save.

By default Prisma Cloud performs strict validation of your Cloud Controller’s (CC) TLS
certificate. If you're using self-signed certificates, this check will fail. To add your custom
certificates to trusted cert list, you need to add the custom CA’s cert on the VM where
the Prisma Cloud tile runs. For more information, see the article on trusted certificates.

To skip strict validation of your Cloud Controller’s (CC) TLS certificate, enable Skip Cloud
Controller TLS validation. Strict validation verifies the name, signer, and validity date of

Prisma Cloud Compute Edition Administrator’s Guide 22.06 175 ©2023 Palo Alto Networks, Inc.

(EoL)


https://docs.pivotal.io/pivotalcf/2-4/customizing/trusted-certificates.html

Install

STEP 8|

the CC’s certificate. Even with strict validation disabled, the sesssion is still encrypted.
Skip strict validation when:

e You're using self-signed certificates.certificates.
¢ You're using certificates signed by a CA that isn’t in your cert store..

¢ When there’s a mismatch between the address you're using to connect to the CC and
the common name (CN) or subject alternative name (SAN) in the CC’s certificate.

In Credentials, select your preferred authentication method: Basic Authentication or
Certificate-based Authentication:

For Basic Authentication, enter your Prisma Cloud Console credentials, then click Save.

For certificate-based Authentication, paste the certificate and private key used for
authentication in PEM format, then click Save.

Notes:
e Your role must be Defender Manager or higher.

o For Certificate-based Authentication, the root CA used to sign the certificate used
for authentication must be entered under Manage > Authentication > System
Certificates > Certificate-based authentication to Console.

Install the Prisma Cloud tile. Return to the Ops Manager Installation Dashboard, click Review
Pending Changes, select both Prisma Cloud for TAS and Tanzu Application Service, then
click Apply changes.

Tanzu Application Service must be staged when installing the Prisma Cloud tile.

In order to deploy a new Defender after the Prisma Cloud tile is installed (e.g. if new
Diego cells or isolation segments have been installed in the TAS environment), Apply
changes on Ops Manager is required.
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STEP 9| After the changes are applied, validate that Prisma Cloud Defenders are running in your
environment.

1. Log into Prisma Cloud Console.
2. Go to Manage > Defenders > Manage > Defenders.

In the table of deployed Defenders, you should see a Defender of type Tanzu
Application Service, one per Diego cell, including Diego cells that run in the Isolation
Segments of your TAS environment.

age / Defenders

Names Deploy

ers DaemonSets

e deployed Defenders

nders enforce the policies created in Console. A Defender is installed on each host Prisma Cloud protects. Advanced Settings

o
Version Cluster Type Listener Type Roles Status
1-32-200 20.06.306 Container Defender - Linux None [+ Connected fi
2-4db5-49a6-b485-11e... 20.06.306 PCF Defender None [/ Connected fi
3-c7a1-4052-ace9-efdé... 20.06.306 PCF Defender None +/ Connected f
6-7026-42b3-82f1-4dB... 20.06.306 PCF Defender None [/ Connected fi

Prisma Cloud reports the agentID in the Host field. To correlate an agentID to a
Diego cell IP address, and determine exactly which host runs a Defender, login to
an Diego cell, and inspect /var/vcap/instance/dns/records.json. This file shows
how the agentID maps to a host IP address.

If a TAS Defender disconnects from Console for more than one day, all data
it collected is purged from Console. The Defender is also removed from the
table in Manage > Defenders > Manage. The period of time that data from a
disconneted Defender is retained (by default, one day) can be configured in
Manage > Defenders > Manage > Defenders > Advanced Settings.

Utilizing collections with TAS metadata fields

Prisma Cloud automatically collects metadata fields such as Foundation, Organization Name,
Application Name and ID, and Space Name and ID. To utilize these fields, you'll have to manually
create appropriate collections that can then be used for filtering and aggregation.
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Resource type Supported Labels

Host tas-foundation

Containers (running applications) tas-application-id, tas-application-name, tas-space-
id, tas-space-name, tas-org-id, tas-org-name, tas-
foundation

Droplets tas-application-id, tas-application-name, tas-space-
id, tas-space-name, tas-org-id, tas-org-name, tas-
foundation

Serverless Defender
Edit on GitHub

e Securing serverless functions

e AWS Lambda - (Optional) Download your function as a ZIP file

e AWS Lambda - Embed Serverless Defender into C# functions

e AWS Lambda - Embed Serverless Defender into Java functions

e AWS Lambda - Embed Serverless Defender into Node.js functions
e AWS Lambda - Embed Serverless Defender into Python functions
o AWS Lambda - Embed Serverless Defender into Ruby functions

e AWS Lambda - Upload the protected function

e Azure Functions - Embed Serverless Defender into C# functions

e Defining your runtime protection policy

e Defining your serverless WAAS policy

Serverless Defender protects serverless functions at runtime. It monitors your functions to ensure
they execute as designed.

Per-function policies let you control:

e Process activity. Enables verification of launched subprocesses against policy.

¢ Network connections. Enables verification of inbound and outbound connections, and permits
outbound connections to explicitly allowed domains.

e File system activity. Controls which parts of the file system functions can access.
Prisma Cloud supports AWS Lambda functions (Linux) and Azure Functions (Windows only).

See system requirements for the runtimes and architectures that are supported for Serverless
Defenders.

The following runtimes are supported for AWS Lambda:
e C# (.NET Core) 3.1

e Java §, 11

e Node.js 12.x, 14.x
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e Python 3.6,3.7,3.8,3.9
e Ruby 2.7

Serverless Defenders are not supported on ARMé64 architecture.
The following runtimes are supported for Azure Functions (Windows only):

e v3-C# (.NET Core) 3.1, 5.0
e v4 - C# (.NET Core) 4.8, 6.0

™ Only users with the Administrator role can see the list of deployed Serverless Defenders in
g
Manage > Defenders > Manage.
Securing serverless functions

To secure a serverless function, embed the Prisma Cloud Serverless Defender into it. The steps
are:

1. (Optional) If you are not using a deployment framework like SAM or Serverless Framework,
download a ZIP file that contains your function source code and dependencies.

2. Embed the Serverless Defender into the function.

3. Deploy the new function or upload the updated ZIP file to the cloud provider.
4. Define a serverless protection runtime policy.

5. Define a serverless WAAS policy.

AWS Lambda - (Optional) Download your function as a ZIP file

Download your function’s source code from AWS as a ZIP file.

STEP 1| From Lambda’s code editor, click Actions > Export function.

STEP 2| Click Download deployment package.

Your function is downloaded to your host as a ZIP file.

STEP 3| Create a working directory, and unpack the ZIP file there.

In the next step, you'll download the Serverless Defender files to this working directory.

AWS Lambda - Embed Serverless Defender into C# functions

In your function code, import the Serverless Defender library and create a new protected handler
that wraps the original handler. The protected handler will be called by AWS when your function
is invoked. Update the project configuration file to add Prisma Cloud dependencies and package
references.

Prisma Cloud supports .NET Core 3.1.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Defenders > Single
Defender.

STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.

STEP 3| In Choose Defender type, select Serverless Defender - AWS.
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STEP 4| In Runtime, select C#.
STEP 5| Download the Serverless Defender package to your workstation.
STEP 6| Unzip the Serverless Defender bundle into your working directory.

STEP 7| Embed the serverless Defender into the function by importing the Prisma Cloud library and
wrapping the function’s handler.

Function input and output can be a struct or a stream. Functions can be synchronous or
asynchronous. The context parameter is optional in .NET, so it can be omitted.

using Twistlock;

public class ... {

// Original handler

public ApplicationLoadBalancerResponse
Handler(ApplicationLoadBalancerRequest request, ILambdaContext
context)

{
}

// Application load balancer example

// Twistlock protected handler

public ApplicationLoadBalancerResponse
ProtectedHandler (ApplicationLoadBalancerRequest request,
ILambdaContext context)

{
return
Twistlock.Serverless.Handler<ApplicationLoadBalancerRequest,
ApplicationLoadBalancerResponse>(Handler, request, context);

}

STEP 8| Add the Twistlock package as a dependency in your nuget.config file.

If a nuget.config file doesn't exist, create one.

<configuration>
<packageSources>
<add key="local-packages" value="./twistlock"/>
</packageSources>
</configuration>

STEP 9| Reference the Twistlock package in your csproj file.

<Project>
<ItemGroup>
<PackageReference Include="Twistlock" Version="19.11.462"/>
<TwistlockFiles Include="twistlock/*" Exclude="twistlock/
twistlock.19.11.462.nupkg"/>
</ItemGroup>
<Target Name="CopyCustomContentOnPublish" AfterTargets="Publish">
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<Copy SourceFiles="@(TwistlockFiles)"
DestinationFolder="$(PublishDir)/twistlock"/>
</Target>

</I5r0ject>

STEP 10 | Generate the value for the TW_POLICY environment variable by specifying your function’s
name and region.

If Any is selected for region, only policies that contain * in the region label will be
matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.

STEP 11 | Upload the protected function to AWS, and set the TW_POLICY environment variable.

AWS Lambda - Embed Serverless Defender into Java functions

To embed Serverless Defender, import the Twistlock package and update your code to start
Serverless Defender as soon as the function is invoked. Prisma Cloud supports both Maven and
Gradle projects. You'll also need to update your project metadata to include Serverless Defender
dependencies.

Prisma Cloud supports both predefined interfaces in the AWS Lambda Java core library:
RequestStreamHandler (where input must be serialized JSON) and RequestHandler.

AWS lets you specify handlers as functions or classes. In both cases, Twistlock.Handler(), the entry
point to Serverless Defender, assumes the entry point to your code is named handleRequest.
After embedding Serverless Defender, update the name of the handler registered with AWS to be
the wrapper method that calls Twistlock.Handler() (for example, protectedHandler).

Prisma Cloud supports both service struct and stream input (serialized struct). Even though
the Context parameter is optional for unprotected functions, it's manadatory when embedding
Serverless Defender.

Prisma Cloud supports Java 8 and Java 11.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Defenders > Single
Defender.

STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.
STEP 3| In Choose Defender type, select Serverless Defender - AWS.
STEP 4| In Runtime, select Java.

STEP 5| In Package, select Maven or Gradle.

The steps for embedding Serverless Defender differ depending on the build tool.
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STEP 6| Download the Serverless Defender package to your workstation.
STEP 7| Unzip the Serverless Defender bundle into your working directory.

STEP 8| Inside the twistlock directory (the root directory in the zip), create a new sub-directory with
the following structure: com/twistlock/serverless/defender/<version>/. For example, for
version 22.06.286:

mkdir -p com/twistlock/serverless/defender/22.06.286

STEP 9| Move the twistlock* jar file into this new subdirectory.
STEP 10 | Rename the * jar file to the convention: defender-<version> jar (e.g. defender-22.06.286.jar).

STEP 11 | Create a file called defender-<version>-pom.xml in the same location of the jar (change the
version tag based on your version):

1. Enter the package details and artifact id in the *pom.xml file:

<project>
<modelVersion>4.0.0</modelVersion>
<groupId>com.twistlock.serverless</groupId>
<artifactId>defender</artifactId>
<version>22.06.286</version>
<description>twistlock serverless defender pom</description>
</project>

STEP 12 | Embed Serverless Defender into your function by importing the Prisma Cloud package and
wrapping the function’s handler.

import com.twistlock.serverless.Twistlock;

public class ... implements
RequestHandler<APIGatewayProxyRequestEvent,
APIGatewayProxyResponseEvent> {

// Original handler

@Override

public APIGatewayProxyResponseEvent

handleRequest (APIGatewayProxyRequestEvent request, Context
context) {

}

// RequestHandler example
// Twistlock protected handler
public APIGatewayProxyResponseEvent
protectedHandler (APIGatewayProxyRequestEvent request, Context
context) {
return Twistlock.Handler(this, request, context);

}
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STEP 13 | Update your project configuration file.
1. Maven

Update your *pom.xml file. Don't create new sections for the Prisma Cloud
configurations. Just update existing sections. For example, don'’t create a new <plugins>
section if one exists already. Just append a <plugin> section to it.

Add the assembly plugin to include the Twistlock package in the final function JAR.
Usually the shade plugin is used in AWS to include packages to standalone JARs, but it
doesn’t let you include local system packages.

<project>
<build>
<!-- Add assembly plugin to create a standalone jar that
contains Twistlock library -->
<plugins>
<plugin>
<artifactId>maven-assembly-plugin</artifactId>
<configuration>
<appendAssemblyId>false</appendAssemblyId>
<descriptors>
<descriptor>assembly.xml</descriptor>
</descriptors>
</configuration>
<executions>
<execution>
<id>make-assembly</id>
<phase>package</phase>
<goals>
<goal>attached</goal>
</goals>
</execution>
</executions>
</plugin>

</biﬁgins>

<!-- Add Twistlock resources -->
<resources>
<resource>
<directory>${project.basedir}</directory>
<includes>
<include>twistlock/*</include>
</includes>
<excludes>
<exclude>twistlock/com/**</exclude>
</excludes>
</resource>

</resources>
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</build>

<!-- Define the internal (local) repository in the " *pom.xml"
file: -->
<project>
<repositories>
<repository>
<id>twistlock-internal</id>
<name>twistlock</name>
<url>file://${project.basedir}/twistlock</url>
</repository>

<)p');‘0j ect>

<!-- Add Twistlock package reference -->
<dependencies>
<dependency>
<groupId>com.twistlock.serverless</groupIld>
<artifactId>defender</artifactId>
<version>22.06.286</version>
</dependency>

</débendencies>
</[..) r0] ect>
2. Create an assembly.xml file, which packs all dependencies in a standalone JAR.

<assembly>
<id>twistlock-protected</id>
<formats>
<format>jar</format>
</formats>
<includeBaseDirectory>false</includeBaseDirectory>
<dependencySets>
<!-- Unpack runtime dependencies into runtime jar -->
<dependencySet>
<unpack>true</unpack>
<scope>runtime</scope>
</dependencySet>
<!-- Unpack local system dependencies into runtime jar -->
<dependencySet>
<unpack>true</unpack>
<scope>system</scope>
</dependencySet>
</dependencySets>
</assembly>
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STEP 14 | Gradle

Gradle supports Maven repositories and can fetch artifacts directly from any kind of Maven
repository.

Update your build.gradle file.
1. Add the Maven repository for this project.
2. Set the *jar file as an "implementation" dependency from the filesystem.
3. Update the zip resources.
repositories {

maven {
url "file://$projectDir/twistlock"
}

}

dependencies {
implementation
'com.twistlock.serverless:defender:22.06.286"

}

task buildZip(type: Zip) {
from compileJava
from processResources
into('lib') {
from configurations.runtimeClasspath
// Include Twistlock resources
into ('twistlock') {

from 'twistlock'
exclude "com/**"

}
build.dependsOn buildZip

STEP 15| In AWS, set the name of the Lambda handler for your function to protectedHandler.

STEP 16 | Generate the value for the TW_POLICY environment variable by specifying your function’s
name and region.

If Any is selected for region, only policies that contain * in the region label will be
matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.

STEP 17 | Upload the protected function to AWS, and set the TW_POLICY environment variable.
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AWS Lambda - Embed Serverless Defender into Node.js functions

Import the Serverless Defender module, and configure your function to start it. Prisma Cloud
supports Node.js 12.x, and 14.x.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Single Defender.
STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.
STEP 3| In Choose Defender type, select Serverless.

STEP 4| In Runtime, select Node.js.

STEP 5| Download the Serverless Defender package to your workstation.

STEP 6 | Unzip the Serverless Defender bundle into your working directory.

STEP 7| Embed the serverless Defender into the function by importing the Prisma Cloud library and
wrapping the function’s handler.

1. For asynchronous handlers:
// Async handler

var twistlock = require('./twistlock');
exports.handler = async (event, context) => {

};
exports.handler = twistlock.asyncHandler(exports.handler);

2. For synchronous handlers:

// Non-async handler
var twistlock = require('./twistlock');
exports.handler = (event, context, callback) => {

b

exports.handler = twistlock.handler(exports.handler);

STEP 8| Generate the value for the TW_POLICY environment variable by specifying your function'’s
name and region.

If Any is selected for region, only policies that contain * in the region label will be
matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.
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STEP 9| Upload the protected function to AWS, and set the TW_POLICY environment variable.

e Prisma Cloud Serverless Defender includes native node.js libraries. If you are using
webpack, please refer to tools such as native-addon-loader to make sure these libraries are
included in the function ZIP file.

AWS Lambda - Embed Serverless Defender into Python functions

Import the Serverless Defender module, and configure your function to invoke it. Prisma Cloud
supports Python 3.6, 3.7, and 3.8.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Single Defender.
STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.
STEP 3| In Choose Defender type, select Serverless.

STEP 4| In Runtime, select Python.

STEP 5| Download the Serverless Defender package to your workstation.

STEP 6| Unzip the Serverless Defender bundle into your working directory.

STEP 7| Embed the serverless Defender into the function by importing the Prisma Cloud library and
wrapping the function’s handler.

import twistlock.serverless
@twistlock.serverless.handler
def handler(event, context):

STEP 8| Generate the value for the TW_POLICY environment variable by specifying your function’s
name and region.

If Any is selected for region, only policies that contain * in the region label will be
matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.

STEP 9| Upload the protected function to AWS, and set the TW_POLICY environment variable.

AWS Lambda - Embed Serverless Defender into Ruby functions

Import the Serverless Defender module, and configure your function to invoke it. Prisma Cloud
supports Ruby 2.7.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Single Defender.

STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.
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STEP 3| In Choose Defender type, select Serverless.

STEP 4| In Runtime, select Ruby.

STEP 5| Download the Serverless Defender package to your workstation.
STEP 6| Unzip the Serverless Defender bundle into your working directory.

STEP 7| Embed the serverless Defender into the function by importing the Prisma Cloud library and
wrapping the function’s handler.

1. Option 1:

require relative './twistlock/twistlock'

def handler(event:, context:)
Twistlock.handler(event: event, context: context) { |

event:, context:|
# Original handler

end

2. Option 2:

require relative './twistlock/twistlock"
# Handler as a class method
module Modulel

class Classl
def self.original handler(event:, context:)

end
def self.protected handler(event:, context:)
return Twistlock.handler(event: event, context:
context, &method(:original handler))
end
end
end

STEP 8| Generate the value for the TW_POLICY environment variable by specifying your function'’s
name and region.

If Any is selected for region, only policies that contain * in the region label will be
matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.
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STEP 9| Upload the protected function to AWS, and set the TW_POLICY environment variable.

AWS Lambda - Upload the protected function

After embedding Serverless Defender into your function, upload it to AWS. If you are using a
deployment framework such as SAM or Serverless Framework just deploy the function with your
standard deployment procedure. If you are using AWS directly, follow the steps below:
STEP 1| Upload the new ZIP file to AWS.
1. In Designer, select your function so that you can view the function code.
2. Under Code entry type, select Upload a .ZIP file.
3. Specify a runtime and the handler.

Validate that Runtime is a supported runtime, and that Handler points to the function’s
entry point.

4. Click Upload.

Runtime Handler Info

v Python 3.6 v main.handler

an 10 MB, consider uploading via S3.

5. Click Save.

STEP 2| Set the TW_POLICY environment variable.
1. In Designer, open the environment variables panel.
2. For Key, enter TW_POLICY.
3. For Value, paste the rule you copied from Compute Console.
4. Click Save.

Azure Functions - Embed Serverless Defender into C# functions

In your function code, import the Serverless Defender library and create a new protected handler
that wraps the original handler. The protected handler will be called by Azure when your function
is invoked. Update the project configuration file to add Prisma Cloud dependencies and package
references.

Prisma Cloud supports .NET Core 3.1 on Windows.
STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Single Defender.
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STEP 2| Choose the DNS name or IP address Serverless Defender uses to connect to Console.
STEP 3| In Choose Defender type, select Serverless Defender - Azure.

STEP 4| In Runtime, select C#.

STEP 5| Download the Serverless Defender package to your workstation.

STEP 6| Unzip the Serverless Defender bundle into your working directory.

STEP 7| Embed the serverless Defender into the function by importing the Prisma Cloud library and
wrapping the function’s handler.

Function input and output can be a struct or a stream. Functions can be synchronous or
asynchronous. The context parameter is optional in .NET, so it can be omitted.

using Twistlock;

public class ... {
// Original handler
public static async Task<IActionResult> Run(
[HttpTrigger(AuthorizationLevel.Function, "get", "post",
Route = null)] HttpRequest req,
ILogger log, ExecutionContext context)

Twistlock.Serverless.Init(log, context);

o
}

STEP 8| Add the Twistlock package as a dependency in your nuget.config file.

If a nuget.config file doesn't exist, create one.

<configuration>
<packageSources>
<add key="local-packages" value="./twistlock"/>
</packageSources>
</configuration>

STEP 9| Reference the Twistlock package in your project configuration file.

<Project>
<ItemGroup>
<PackageReference Include="Twistlock" Version="22.04.147" />
<TwistlockFiles Include="twistlock\*" Exclude="twistlock
\twistlock.22.04.147.nupkg"/>
</ItemGroup>
<ItemGroup>
<None Include="@(TwistlockFiles)"
CopyToOutputDirectory="Always" LinkBase="twistlock\" />
</ItemGroup>

</ﬁf6ject>
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STEP 10 | Generate the value for the TW_POLICY environment variable by specifying your function’s
name and region.

If Any is selected for region, only policies that contain a wildcard in the region label will
be matched.

Serverless Defender uses TW_POLICY to determine how to connect to Compute Console to
retrieve policy and send audits.

Copy the value generated for TW_POLICY, and set it aside.

STEP 11 | Upload the protected function to Azure, and set the TW_POLICY environment variable.

Defining your runtime protection policy

By default, Prisma Cloud ships with an empty serverless runtime policy. An empty policy disables
runtime defense entirely.

You can enable runtime defense by creating a rule. By default, new rules:
e Apply to all functions (*), but you can target them to specific functions by function name.

¢ Block all processes from running except the main process. This protects against command
injection attacks.

When functions are invoked, they connect to Compute Console and retrieve the latest policy.
To ensure that functions start executing at time=0 with your custom policy, predefine the policy.
Predefined policy is embedded into your function along with the Serverless Defender by way of
the TW_POLICY environment variable.

STEP 1| Loginto Prisma Cloud Console.

STEP 2| Go to Defend > Runtime > Serverless Policy.
STEP 3| Click Add rule.

STEP 4| In the General tab, enter a rule name.

STEP 5| (Optional) Target the rule to specific functions.

Use collections to scope functions by name or region (label). Pattern matching is supported.
For Azure Funtions only, you can additionally scope rules by account ID.

STEP 6| Set the rule parameters in the Processes, Networking, and File System tabs.
STEP 7| Click Save.

Defining your serverless WAAS policy

Prisma Cloud lets you protect your serverless functions against application layer attacks by
utlizing the serverless Web Application and API Security (WAAS).

By default, the serverless WAAS is disabled. To enable it, add a new serverless WAAS rule.
STEP 1| Loginto Prisma Cloud Console.

STEP 2| Go to Defend > WAAS > Serverless.
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STEP 3| Click Add rule.
STEP 4| In the General tab, enter a rule name.

STEP 5| (Optional) Target the rule to specific functions.

Use collections to scope functions by name or region (label). Pattern matching is supported.
For Azure Funtions only, you can additionally scope rules by account ID.

STEP 6| Set the protections you want to apply (SQLi, CMDi, Code injection, XSS, LFI).

STEP 7| Click Save.

Serverless Defender as a Lambda layer
Edit on GitHub

Prisma Cloud Serverless Defenders protect serverless functions at runtime. Currently, Prisma
Cloud supports AWS Lambda functions.

Lambda layers are ZIP archives that contain libraries, custom runtimes, or other dependencies.
Layers let you add reusable components to your functions, and focus deployment packages on
business logic. They are extracted to the /opt directory in the function execution environment.
For more information, see the AWS Lambda layers documentation.

Prisma Cloud delivers Serverless Defender as a Lambda layer. Deploy Serverless Defender to your
function by wrapping the handler and setting an environment variable. See system requirements
for the runtimes that are supported for Serverless Defender as a Lambda layer.

Securing serverless functions
To secure an AWS Lambda function with the Serverless Defender layer:

1. Download the Serverless Defender Lambda layer ZIP file.
Upload the layer to AWS.

Define a serverless protection runtime policy.

Define a serverless WAAS policy.

ui Wb

Add the layer to your function, update the handler, and set an environment variable. After
completing this integration, Serverless Defender runs when your function is invoked.

Download the Serverless Defender layer
Download the Serverless Defender layer from Compute Console.

STEP 1| Open Console, then go to Manage > Defenders > Deploy> Defenders > Single Defender.
STEP 2| Choose the DNS name or IP address that Serverless Defender uses to connect to Console.
STEP 3| Set the Defender type to Serverless Defender.

STEP 4| Select a runtime.
Prisma Cloud supports Lambda layers for Node.js, Python, and Ruby only.

STEP 5| For Deployment Type, select Layer.
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STEP 6| Download the Serverless Defender layer. A ZIP file is downloaded to your host.

Upload the Serverless Defender layer to AWS
Add the layer to the AWS Lambda service as a resource available to all functions.

STEP 1| Inthe AWS Management Console, go to the Lambda service.
STEP 2| Select Layers > Create Layer.

AWS Lambda X

Dashboard
Applications
Functions
Layers
STEP 3| In Name, enter twistlock.
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STEP 4| Click Upload, and select the file you just downloaded, twistlock_defender_layer.zip
1. Select the compatible runtimes: Python, Node.js, or Ruby.
2. Click Create.

ces ~ Resource Groups ~ * [\  AdministratorAccess/

Brs

yer

guration

 file v

ntimes Info

X Python 3.6 X

Defining your runtime protection policy

By default, Prisma Cloud ships with an empty serverless runtime policy. An empty policy disables
runtime defense entirely.

You can enable runtime defense by creating a rule. By default, new rules:

e Apply to all functions (*), but you can target them to specific functions by function name.

e Block all processes from running except the main process. This protects against command
injection attacks.

When functions are invoked, they connect to Compute Console and retrieve the latest policy. To
ensure that functions start executing at time=0 with your custom policy, you must predefine the
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policy. Predefined policy is embedded into your function along with the Serverless Defender by
way of the TW_POLICY environment variable.

STEP 1|
STEP 2|
STEP 3|
STEP 4|
STEP 5|
STEP 6|
STEP 7|

Log into Prisma Cloud Console.

Go to Defend > Runtime > Serverless Policy.

Click Add rule.

In the General tab, enter a rule name.

(Optional) Target the rule to specific functions.

Set the rule parameters in the Processes, Networking, and File System tabs.

Click Save.

Defining your serverless WAAS policy

Prisma Cloud lets you protect your serverless functions against application layer attacks by
utlizing the serverless Web Application and API Security (WAAS).

By default, the serverless WAAS is disabled. To enable it, add a new serverless WAAS rule.

STEP 1|
STEP 2|
STEP 3|
STEP 4|
STEP 5|
STEP 6|

STEP 7|

Log into Prisma Cloud Console.

Go to Defend > WAAS > Serverless.

Click Add rule.

In the General tab, enter a rule name.

(Optional) Target the rule to specific functions.

Set the protections you want to apply (SQLi, CMDi, Code injection, XSS, LFI).

Click Save.

Embed the Serverless Defender

Embed the Serverless Defender as a layer, and run it when your function is invoked. If you are
using a deployment framework such as SAM or Serverless Framework you can reference the layer
from within the configuration file.

Prerequisites:

e You already have a Lambda function.

e Your Lambda function is written for Node.js, Python, or Ruby.

¢ Your function’s execution role grants it permission to write to CloudWatch Logs. Note that the
AWSLambdaBasicExecutionRole grants permission to write to CloudWatch Logs.

STEP 1|

Go to the function designer in the AWS Management Console.
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STEP 2| Click on the Layers icon.

‘ michaelve-python-test
@ Unsaved changes

@ Layers (0)

STEP 3| Inthe Referenced Layers panel, click Add a layer.

by
yers info Add a layer
der Layer name Layer version Layer version ARN

There is no data to display.
1. In the Select from list of runtime compatible layers, select twistlock.
In the Version drop-down list, select 1.
3. Click Add.
rs Add layer to function
-to function

tion

AWS-vended layer or layer in your account, or provide a layer that has been shared with you. You can connect a maximum of 5 layers to a function.

| list of runtime compatible layers

iyer version ARN

 list of runtime compatible layers
Version

v 1

When you return to the function designer, you'll see that your function now uses one

layer.
michaelve-python-test
® Unsaved changes
==
= Layers (1)
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STEP 4| Update the handler for your function to be twistlock.handler.

Basic settings

Description Runtime

- Python 3.7
Handler Infe Memory (MB) Infe
twistlock.handler 128

Timeout Info

0 min 3 sec

STEP 5| Setthe TW_POLICY and ORIGINAL_HANDLER environment variable, which specifies how
your function connects to Compute Console to retrieve policy and send audits.

1. In Compute Console, go to Manage > Defenders > Deploy > Single Defender.
For Defender type, select Serverless.

In Set the Twistlock environment variable, enter the function name and region.
Copy the generated Value.

oA LN

In AWS Console, open your function in the designer, and scroll down to the
Environment variables panel.

For Key, enter TW_POLICY.
7. For Value, paste the rule you copied from Compute Console.

8. For ORIGINAL_HANDLER, this is the original value of handelr for your function before
your modification.

o

STEP 6| Click Save to preserve all your changes.

Environment variables (2)

The environment variables below are encrypted at rest with the default Lambda service key.

Key Value

ORIGINAL_HANDLER lambda_function.lambda_handler

TW_POLICY cnVsZVIuYW1IPUZ1bmNOaW9SuCmFkdmFuY2VkX3Byb3RIY3Rpb249dHI1ZQpwer
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Auto-defend serverless functions
Edit on GitHub

Serverless auto-defend lets you automatically add the Serverless Defender to the AWS Lambda
functions deployed in your account. Prisma Cloud uses the AWS API to deploy the Serverless
Defender as a Lambda layer based on the auto-defend rules.

It is an additional option for deploying the Serverless Defender, on top of manually adding it as a
dependency or adding it as a Lambda layer.

Serverless auto-defend supports the following runtimes:
¢ Node.js 12.x, 14.x

e Python 3.6, 3.7, 3.8, 3.9

e Ruby 2.7

Limitations

Auto-protect is implemented with a layer. AWS Lambda has a limit of five layers per function.
If your functions have mutiple layers, and they might exceed the layer limit with auto-defend,
consider protecting them with the embedded option.

Required permissions

Prisma Cloud needs the following permissions to automatically protect Lambda functions in your
AWS account. Add the following policy to an IAM user or role:

{
"Version": "2012-10-17",
"Statement": [

"Sid": "PrismaCloudComputeServerlessAutoProtect",
"Effect": "Allow",
"Action": [

"lambda:PublishLayerVersion",
"lambda:UpdateFunctionConfiguration",
"lambda:GetLayerVersion",
"lambda:GetFunctionConfiguration",
"iam:SimulatePrincipalPolicy",
"lambda:GetFunction",
"lambda:ListFunctions",
"iam:GetPolicyVersion",
"iam:GetRole",
"iam:ListRolePolicies",
"iam:ListAttachedRolePolicies",
“iam:GetRolePolicy",
"iam:GetPolicy",
"lambda:ListLayerVersions",
"lambda:ListLayers",
"lambda:DeletelLayerVersion",
"kms:Decrypt",
"kms:Encrypt",
"kms:CreateGrant"

1,
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"Resource": "*"

}

Serverless auto-defend rules
To secure one or multiple AWS Lambda functions using serverless auto-defend:

1. Define a serverless protection runtime policy.
2. Define a serverless WAAS policy.
3. Add a serverless auto-defend rule.

Defining your runtime protection policy

By default, Prisma Cloud ships with an empty serverless runtime policy. An empty policy disables
runtime defense entirely.

You can enable runtime defense by creating a rule. By default, new rules:

e Apply to all functions (*), but you can target them to specific functions by function name.

e Block all processes from running except the main process. This protects against command
injection attacks.

When functions are invoked, they connect to Compute Console and retrieve the latest policy. To
ensure that functions start executing at time=0 with your custom policy, you must predefine the
policy. Predefined policy is embedded into your function along with the Serverless Defender by
way of the TW_POLICY environment variable.

STEP 1| Loginto Prisma Cloud Console.

STEP 2| Go to Defend > Runtime > Serverless Policy.
STEP 3| Click Add rule.

STEP 4| In the General tab, enter a rule name.

STEP 5| (Optional) In Scope, target the rule to specific functions.

Create a new collection.
STEP 6| Set the rule parameters in the Processes, Networking, and File System tabs.
STEP 7| Click Save.

Defining your serverless WAAS policy

Prisma Cloud lets you protect your serverless functions against application layer attacks by
utlizing the serverless Web Application and API Security (WAAS).

By default, the serverless WAAS is disabled. To enable it, add a new serverless WAAS rule.
STEP 1| Log into Prisma Cloud Console.

STEP 2| Go to Defend > WAAS > Serverless.
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STEP 3| Click Add rule.

STEP 4| In the General tab, enter a rule name.

STEP 5| (Optional) In Scope, target the rule to specific functions.

Create a new collection. In the Functions field, enter a function name. Use pattern matching to
refine how it's applied.

STEP 6| Set the protections you want to apply (SQLi, CMDi, Code injection, XSS, LFI).

STEP 7| Click Save.

Add a serverless auto-defend rule

The serverless auto-defend rules let you specify which functions you want to protect. When
defining a specific rule you can reference the relevant credential, regions, tags, function names
and runtimes. Each auto-defend rule is evaluated separately.

STEP 1| Open Compute Console, and go to Manage > Defenders > Deploy > Serverless auto-defend.

STEP 2| Click on Add rule.

STEP 3| In the dialog, enter the following settings:

1.
2.
3.

N o s

8.

Enter a rule name.
In Provider - only AWS is supported.
Specify the scope.

The available resources for scope are:

e Functions - either specific names or prefix.

e Labels - allows specifying either regions (format - region:REGION_NAME) or AWS
tags (format - KEY:VALUE).

Specify the Console name.
Specify the runtimes.
Select or create credentials so that Prisma Cloud can access your account.

(Optional) Specify a proxy for the Defenders to use when communicating with the
Console.

Click Add.

STEP 4| The new rule appears in the table of rules.

STEP 5| Click Apply Defense.

By default, the serverless auto-defend rules are evaluated every 24 hours.

When a rule is deleted, the new set of rules is evaluated and applied immediately.
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Install a single Host Defender
Edit on GitHub
Install Host Defender on each host that you want Prisma Cloud to protect.

Single Host Defenders can be configured in the Console Ul, and then deployed with a curl-bash
script. Alternatively, you can use twistcli to configure and deploy Defender directly on a host.

Install a Host Defender (Console Ul)

Host Defenders are installed with a curl-bash script. Install Host Defender on each host that you
want Prisma Cloud to protect.

Anywhere <CONSOLE> is used, be sure to specify both the address and port number for
Console’s API. By default, the port is 8083. For example, https://<CONSOLE>:8083.

Prerequisites:
e Your system meets all minimum system requirements.
¢ You have sudo access to the host where Defender will be installed.

e You have already installed Console

e Port 8084 is open on the host where Defender runs. Console and Defender communicate with
each other over a web socket on port 8084 (by default the communication port is set to 8084 -
however, you can specify your own custom port when deploying a Defender).

e Console can be accessed over the network from the host where you will install Defender.

STEP 1| Verify that the host machine where you install Defender can connect to Console.
$ curl -sk -D - https://<CONSOLE>/api/v1l/ ping

If curl returns an HTTP response status code of 200, you have connectivity to Console. If you
customized the setup when you installed Console, you might need to specify a different port.

STEP 2| Loginto Console.
STEP 3| Go to Manage > Defenders > Deploy.

1. In the first drop-down menu (2), select the way Defender connects to Console.

A list of IP addresses and hostnames are pre-populated in the drop-down list. If none
of the items are valid, go to Manage > Defenders > Names, and add a new Subject
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Alternative Name (SAN) to Console’s certificate. After adding a SAN, your IP address or
hostname will be available in the drop-down list.

Selecting an IP address in a evaluation setup is acceptable, but using a DNS
name is more resilient. If you select Console’s IP address, and Console’s IP
address changes, your Defenders will no longer be able to communicate with
Console.

2. (Optional) Set a proxy (3) for the Defender to use for the communication with the
Console.

3. (Optional) Set a custom communication port (4) for the Defender to use.

4. (Optional) Set Assign globally unique names to Hosts to ON when you have multiple
hosts that can have the same hostname (e.g., autoscale groups, overlapping IP addresses,
etc).

After setting the toggle to ON, Prisma Cloud appends a unique identifier, such as
Resourceld, to the host’s DNS name. For example, an AWS EC2 host would have
the following name: Ip-171-29-1-244.ec2internal-i-04aldcee6bd148e2d.

5. Inthe second drop-down list (5), select Host Defender - Linux or Host Defender -
Windows.

6. In the final field, copy the install command, which is generated according to the options
you selected.

STEP 4| On the host where you want to install Defender, paste the command into a shell window,

and run it.

Install a single Host Defender (twistcli)

Use twistcli to install a single Host Defender on a Linux host.

Anywhere <CONSOLE> is used, be sure to specify both the address and port number for

Console’s API. By default, the port is 8083. For example, https://<CONSOLE>:8083.

Prerequisites:

Your system meets all minimum system requirements.
You have already installed Console.

Port 8083 is open on the host where Console runs. Port 8083 serves the API. Port 8083 is the
default setting, but it is customizable when first installing Console. When deploying Defender,
you can configure it to communicate to Console via a proxy.

Port 8084 is open on the host where Console runs. Console and Defender communicate with
each other over a web socket on port 8084. Defender initiates the connection. Port 8084

is the default setting, but it is customizable when first installing Console. When deploying
Defender, you can configure it to communicate to Console via a proxy.

You've created a service account with the Defender Manager role. twistcli uses the service
account to access Console.

Console can be accessed over the network from the host where you want to install Defender.

You have sudo access to the host where Defender will be installed.
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STEP 1| Verify that the host machine where you install Defender can connect to Console.
$ curl -sk -D - https://<CONSOLE>/api/v1l/ ping

If curl returns an HTTP response status code of 200, you have connectivity to Console. If you
customized the setup when you installed Console, you might need to specify a different port.

STEP 2| SSH to the host where you want to install Defender.

STEP 3| Download twistcli.

$ curl -k \
-u <USER> \
-L \

-0 twistcli \
https://<CONSOLE>/api/v1/util/twistcli

STEP 4| Make the twistcli binary executable.

$ chmod a+x ./twistcli

STEP 5| Install Defender.

$ sudo ./twistcli defender install standalone host-linux \
--address https://<CONSOLE> \
--user <USER>

Verify the install
Verify that Defender is installed and connected to Console.

In Console, go to Manage > Defenders > Manage. Your new Defender should be listed in the
table, and the status box should be green and checked.

Auto-defend hosts
Edit on GitHub

Host auto-defend lets you automatically deploy Host Defenders on virtual machines/instances
in your AWS, Azure and Google Cloud accounts. This covers AWS EC2 instances, Azure Virtual
Machines, and GCP Compute Engine instances.

e Deployment process

e AWS EC2 instances

e Azure virtual machines

o GCP Compute Engine instances
e Instance types

e Add a host auto-defend rule
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Deployment process

After setting up auto-defend for hosts, Prisma Cloud discovers and protects unsecured hosts as
follows:

1. Discover - Prisma Cloud uses cloud provider APlIs to get a list of all VM instances.
2. |dentify - Prisma Cloud identifies unprotected instances.
3. Verify - Ensure unprotected resources meet auto-defend prerequisites.

4. Install - Prisma Cloud installs Host Defender on unprotected instances using cloud provider
APls.

Regardless of the underlying container runtime, the host deployment process skips your worker
nodes.

AWS EC2 instances

Prisma Cloud uses AWS Systems Manager (formerly known as SSM) to deploy Defenders to EC2
instances.

Minimum requirements
The following sections describe the minimum requires to auto-defend to hosts in AWS.
AWS Systems Manager

Prisma Cloud uses AWS Systems Manager (formerly known as SSM) to deploy Defenders to
instances. This means that:

e The SSM Agent must be installed on every instance.
e AWS Systems Manager must have permission to perform actions on each instance.
To view all SSM managed instances, go to the AWS console here.

SSM Agent

Prisma Cloud uses the SSM Agent to deploy Host Defender on an instance. The SSM Agent must
be installed prior to deploying the Host Defenders. The SSM Agent is installed by default on the
following distros.

e Amazon Linux

Amazon Linux 2

Amazon Linux 2 ECS-Optimized AMls
Ubuntu Server 16.04, 18.04, and 20.04

The SSM Agent doesn’t come installed out of the box but supported on the following
distributions. Ensure its installed ahead of time before proceeeding. :

e CentOS

e Debian Server

e Oracle Linux

e Red Hat Enterprise Linux

e SUSE Linux Enterprise Server

IAM instance profile for Systems Manager
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By default, AWS Systems Manager doesn’t have permission to perform actions on your instances.
You must grant it access with an IAM instance profile.

If you've used System Manager’s Quick Setup feature, assign the
AmazonSSMRoleForinstancesQuickSetup role to your instances.

Required permissions

Prisma Cloud needs a service account with the following permissions to automatically protect EC2
instances in your AWS account. Add the following policy to an IAM user or role:

{
"Version": "2012-10-17",
"Statement": [

"Sid": "VisualEditoro",
"Effect": "Allow",
"Action": [
"ec2:Describelmages"”,
"ec2:DescribeInstances”,
"ssm:SendCommand",
"ssm:DescribeInstanceInformation",
"ssm:ListCommandInvocations",
"ssm:CancelCommand",
"ec2:DescribeRegions”, //You can ignore if you
already have these permissions as apart of the discovery feature
"ec2:DescribeTags",//You can ignore if you already
have these permissions as apart of the discovery feature
"ssm:SendCommand"
1,

"Resource": "*"

}

Azure virtual machines

Prisma Cloud uses the Azure VM agent Run Command option to invoke the script to deploy Host
defenders. You are required to configure the permissions below in your subscription and create
host deploy rules to begin installing Defenders.

Minimum requirements
The following sections describe the minimum requires to auto-defend to hosts on Azure.

Azure Linux VM agent & Run command

Prisma Cloud uses the run command action on the Azure Linux VM agent to deploy Defenders on
instances.

The VM Agent must be on every instance. By default, the VM agent is available on most Linux OS
machines. Refer to the documentation for more information.

@ Currently cancelling running operation is not supported. Dangling command will
automatically timeout after 90 minutes. Also, run command is only supported on Linux
VMs.
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Required permissions

In addition to the Reader role to get the list and details of the virtual machines, the Azure
credential user needs permissions to invoke the runcommand.

Microsoft.Compute/virtualMachines/runCommand/action

Typically, the Virtual Machine Contributor role and higher levels have this permission. You can
either directly use the role or create a custom role with the above permission.

GCP Compute Engine instances

The installation uses OS Patch Management service. Prisma Cloud creates an OS patch job with
the information of the installation script stored in the temporarily created storage bucket and the
list of instances to deploy the Host defender on the instances.

Minimum requirements

The following sections describe the minimum requires to auto-defend hosts on GCP.

Storage Buckets

Prisma cloud auto creates a temporary storage bucket in the region you selected for the auto-
defend rule. The bucket is named 'prisma-defender-bucket-<hash>' where <hash> is a randomly
generated string, e.g., 'prisma-defender-bucket-346a7e425d344c8a7dd9ce75da674970'". The
Prisma defender installation script 'prisma-defender-script.sh' is stored in the bucket.

The service account user needs permissions to be able to create and delete the bucket.

OS Patch Management

VM Manager is a suite of tools that can be used to manage operating systems for large virtual
machine (VM) fleets running Windows and Linux on Compute Engine. Prisma cloud uses OS
Patch Management service which is a part of a broader VM Manager service to deploy the host
defenders.

e Setup VM Manager for OS patch management. Users can do auto enablement of VM Manager
from the Google cloud console as shown here

e VM is supported on most of the active OS versions for Linux. For more information, refer to
Operating system for details.

¢ In Google Cloud project, OS Config APl should be enabled. This needs to be done via the
google cloud console.

Required permissions

Prisma Cloud needs a service account with the following permissions to automatically protect
GCP compute instances in your Google project. Add the following permissions:

Compute.instances.list
Compute.zones.list
Compute.projects.get
osconfig.patchJobs.exec
osconfig.patchJobs.get
osconfig.patchJobs.list
storage.buckets.create
storage.buckets.delete
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Instance types

storage.
storage.
storage.
storage.
compute.

objects.create
objects.delete
objects.get
objects.list
disks.get

Host auto-defend is supported on Linux hosts only. Hosts must have either wget or curl installed.

Hosts must be able to communicate to Console on port 8083.

Auto-defend is supported for stand-alone hosts only, not hosts that are part of clusters. For
hosts that are part of clusters, use one of the cluster-native install options (e.g., DaemonSets on
Kubernetes).

When configuring the scope of hosts that should be auto-defended, ensure that the scope
doesn'’t include any hosts that are part of a cluster or that run containers. Auto-defend
doesn'’t currently check if a host is part of cluster. If you mistakenly include nodes that are
part of a cluster in an auto-defend rule, and the cluster is not already protected, the auto-

defend rule will deploy Host Defenders to the cluster nodes.

Add a host auto-defend rule

STEP 1|
STEP 2|

Host auto-defend rules let you specify which hosts you want to protect. You can define a specific
account by referencing the relevant credential or collection. Each auto-defend rule is evaluated

separately.

Click on Add rule.

Open Compute Console, and go to Manage > Defenders > Deploy > Host auto-defend.
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STEP 3| In the dialog, enter the following settings:
1. Enter arule name.
2. In Provider - AWS, Azure and GCP are currently supported.

3. In Console, specify a DNS name or IP address that the installed Defender can use to
connect back to Console after it’s installed.

4. (Optional) In Scope, target the rule to specific hosts.
Create a new collection. Supported attributes are hosts, images, labels, account IDs.

The following example shows a collection that is based on hosts labels, in this case a
label of host_demo with the value centos.
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Edit demo_centos

Please Note
When creating or updating collections, the set of image resources that belong to a collection isn't updated until
the next scan. To force an update, manually initiate a rescan.

e

Name demo_centos
Description

Color |

Containers *
Hosts %
Images *
Labels host_demo:centos x
App IDs (App-Embedded) %*
Functions *
Namespaces *
Account IDs *
Code Repositories *

Cancel

5. Set up these options for specific Cloud Service Providers.

e (For AWS only) Specify the Scanning scope for the AWS region- Commercial or
regular, Government, or China.

e (For GCP only) Specify the Bucket region. Prisma cloud auto creates a temporary
storage bucket named 'prisma-bucket’ in the region and deletes it after the process of
creating the rule is completed.
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6. Select or create credentials so Prisma Cloud can access your account. The service
account must have the minimum permissions specified here.

7. Click Add.
The new rule appears in the table of rules.
STEP 4| Click Apply Defense.

Select the rule to start the scan. By default, host auto-protect rules are evaluated every 24
hours. Click the Apply Defense button to force a new scan.

The following screenshot shows that the auto-defend-testgroup discovered two EC2 instances
and deployed two Defenders (2/2).

Aanage / Defenders

lanage Names Deploy

efenders Host auto-defend Serverless auto-defend

to-defend rules

Auto-defend rules let you automatically defend VMs by deploying the Host Defender from the console.

? 1 total entry
e name Provider Credential Scope Defender
o-defend-testgroup AWS host-auto-defend - 2/2

Deploy Prisma Cloud Defender from the GCP Marketplace
Edit on GitHub

Prerequisites: You need access to a Prisma Cloud SaaS Console. You can sign up for a free trial of
Prisma Cloud on the Google Cloud Marketplace.
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STEP 1| Find Prisma Cloud - Kubernetes Security Defender in the GCP Marketplace. Click Configure.

Prisma Cloud — Kubernetes Security Defender
Version: 20.09.366 v

Palo Alto Networks, Inc.

<| PRISMA CLOUD

Cloud Native Security. Comprehensive. Full Lifecycle.

CONFIGURE

OVERVIEW PRICING DOCUMENTATION SUPPORT

STEP 2| Create Cluster, if you don’t have an existing Kubernetes cluster. Otherwise, continue to the
next step.

Click to Deploy on GKE Deploy via command line

Your app will use compute instances managed in a logical grouping called a
"cluster”, which will be configured in a way that's great for getting started with
Kubernetes. For more options, visit the Kubernetes engine cluster creation

page.
Cluster zone

us-centrall1-a v

Create cluster
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STEP 3| Select an existing namespace to install Defender, or Create a namespace (recommended).
The default new namespace is "twistlock".

Namespace
Create a namespace v

Existing namespaces

default

 Create a namespace

Namespace
Create a namespace 5

New namespace name

twistlock

The created namespace will not be cleaned up with app deletion.

STEP 4| Enter the App instance name for the Defender the installation. This name displays on the
Application section of the GKE portal:

App instance name

defender
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STEP 5| Specify the following information about your Prisma Cloud SaaS Console (go through steps
6-8 to get these info):

The URL to access Prisma Cloud Console. For example:<https:/domain_name>

Provide the API token in Prisma Cloud Console.

Specify the IP Address or Domain Name of the Prisma Cloud Console. For
example:us-west1.cloud.twistlock.com

STEP 6| To get the URL for your Prisma Cloud Console:
1. Loginto your Prisma Cloud portal (e.g., https://app.prismacloud.io/).
2. Navigate to Compute > System.

3. Copy the URL in Path to Console. GCP uses this URL to get all the setup artifacts from
your Prisma Cloud Console. In this example, it's https://us-east1.cloud.twistlock.com/
us-1-111573360.

¥ Defender Image

(i Compute

Radar twistcli tool

MONITOR

1€

Linux Platform

Events

€

MacOS Platform

oog

Runtime

1€

Windows Platform

Vulnerabilities

Path to Console

MANAGE i Use this path as the Console address when using the Jenkins plugin and twistcli.

Compliance

Authentication https:/us-east1.cloud.twistlock.com/us-1-111573360

System
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STEP 7| To get a token for your Prisma Cloud Compute Console.

1. Go to Compute > Authentication.
2. Copy the API token. and paste it into the GCP Marketplace form.

@ Certihcate authority certihcate

™ Compute
curl -k -sSL --header "authorization: Bearer eyJhbGciOiJIUzI1NilsInR5cCl6IkpXVCI9.ey)1c2VyljoiZG1ht
Radar
=hes i Example of using the certificate to authenticate to Docker
Events A
docker --tlsverify -H [host:port] COMMAND
Runtime
Vulnerabilities API token
Compliance o oken
MANAGE eyJhbGciOiJIUzI1NilsinR5cClélkpXVCI9.ey)1c2VyljoiZG1hQHBhbGZhbHRvbmVOd29ya3MuY 29tliwicn

Authentication
e Token valid until  Jun 28, 2020 10:56:45 AM

STEP 8| Specify the IP address or domain name of your Prisma Cloud Compute Console.

(i

The Defenders that you are deploying will use this IP address to communicate with Prisma
Cloud. It's almost the same as the URL, but remove the protocol (https://) and the path
(everything trailing the first "/"). In this example, us-east1.cloud.twistlock.com.

+
Compute ¥ Defender Image

Radar twistcli tool

MONITOR

1€

Linux Platform

Events

1€

MacQOS Platform

Runtime

0og

€«

Windows Platform

Vulnerabilities

Path to Console

Compliance

MANAGE i Use this path as the Console address when using the Jenkins plugin and twistcli.

Authentication https:/#/us-east1.cloud.twistlock.com/us-1-111573360

System
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STEP 9| When the form is filled out, click Deploy.

The URL to access Prisma Cloud Console. For example:<https://domain_name>

https://us-west1.cloud.twistlock.com/us-3-159237196

Provide the API token in Prisma Cloud Console.

eyJhbGciOiJlUzITNilsInR5cCl6lkpXVCJ9.eyJ1c2VyljoiZG1hQHBhbGShbHRy

Specify the IP Address or Domain Name of the Prisma Cloud Console. For
example:us-west1.cloud.twistlock.com

us-west1.cloud.twistlock.com

STEP 10 | Go to Prisma Cloud SaaS Console to confirm the deployment is successful.
1. Inthe GKE console, review the status of your deployment:

O twistlock-defender-ds & OK Daemon Set 2/2 twistlock

2. In Prisma Cloud Console, go to Compute > Defender to review the status of your
deployment:

gke-cluster-daniel1-default-pool-ccc7138...  20.04.177 Daemon Set on Linux None Connected for 1 min -

gke-cluster-daniel1-default-pool-ccc7138. 20.04.177 Daemon Set on Linux None Connected for 1 min -

Decommission Defenders
Edit on GitHub

Regularly decommissioning stale Defenders keeps your view of the environment clean and
conserves licenses. Defenders can be decommissioned from the Console Ul or the Prisma Cloud
API.

Prisma Cloud automatically decommissions stale Defenders for you. In large scale environments,
manually decommissioning Defenders could be onerous. If left undone, however, it can lead to
lots of Defenders being left in a permanently offline state, cluttering your view of environment.
To keep your view clean, Console automatically decommissions Defenders that haven’t been
connected to Console for more than one day. This keeps the list of connected Defenders valid
to a 24-hour window. The refresh period can be configured up to a maximum of 365 days under
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Manage > Defenders > Manage > Advanced Settings > Automatically remove disconnected
Defenders after (days).

™ We recommend letting Prisma Cloud automatically decommission stale Defenders rather
E ;
than using the Ul or API.

Decommission Defenders manually
Decommissioning Defenders can be done manually from Console.

Go to Manage > Defenders > Manage, where you will find a list of all Defenders connected to
Console. Click Actions > Decommission for each respective Defender.

Decommission Defenders with the API

The following endpoint can be used to decommission a Defender.
Path

DELETE /api/vl/defenders/[hostname]

Description

Deletes a Defender from the database. This endpoint does not actually uninstall Defender.
Use the fully qualified domain name (FQDN) of the host. You can find the FQDN of the host in
Manage > Defenders > Actions > Manage.

Example request
$ curl -X DELETE \

-u <USERNAME>:<PASSWORD>
"https://<CONSOLE>:8083/api/vl/defenders/aqsa-cto.sandbox’

Force uninstall Defender

The preferred method for uninstalling Defenders is via the Console Ul. However, if a Defender
instance is not connected to Console, or is otherwise not manageable through the Console Ul, it
can be manually removed.

On the Linux host where Container Defender runs, use the following command:

$ sudo /var/lib/twistlock/scripts/twistlock.sh -u

If you run this command on the same Linux host where the Prisma Cloud Console is
installed, it also uninstalls Prisma Cloud Console.

On the Linux host where Host Defender runs, use the following command:
$ sudo /var/lib/twistlock/scripts/twistlock.sh -u defender-server
On the Windows host where Defender runs, use the following command:

C:\Program Files\Prisma Cloud\scripts\defender.psl -uninstall
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Redeploy Defenders
Edit on GitHub

When you redeploy the Prisma Cloud Console, the client and server certificates change. That
certificate change requires that you redeploy your defenders. Once redeployed, the defenders can
connect to the new console without certificate issues.

STEP 1| To redeploy the defenders, generate a new "DaemonSet’ configuration file:

$ <PLATFORM>/twistcli defender export kubernetes \
--address https://yourconsole.example.com:8083 \
--user <ADMIN USER> \
--cluster-address twistlock-console

STEP 2| Apply the in-place updates to your Defender resources.

$ kubectl apply -f defender.yaml

Uninstall Defenders
Edit on GitHub

To uninstall Prisma Cloud, delete the twistlock namespace. Deleting this namespace deletes every
resource within the namespace.

When you delete the twistlock namespace, you also delete the persistent volume (PV) in the
namespace. By default, the Prisma Cloud Console stores its data in that PV. When the PV is
deleted, all data is lost, and you can’t restore the Prisma Cloud Console.

Delete the twistlock namespace.

$ kubectl delete namespaces twistlock
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Upgrade

Edit on GitHub

Console notifies you when new versions of Prisma Cloud are available. You can upgrade Prisma
Cloud without losing any of your data or configurations. After upgrading Console, upgrade all of
your deployed Defenders.

e Support lifecycle for connected components

e Prisma Cloud’s backward compatibility and upgrade process
e Upgrade Onebox

e Kubernetes

e OpenShift

e Helm charts

e Amazon ECS

e Upgrade the Single Container Defenders

e Upgrade Defender DaemonSets

e Upgrade Defender DaemonSets (Helm)
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Support lifecycle for connected components
Edit on GitHub

To simplify upgrades, older versions of Defenders, Jenkins plugins, and twistcli can interoperate
with newer versions of Console. With this capability, you have a larger window to plan upgrades
for connected components.

Window of support

Any supported version of Defender, twistcli, and the Jenkins plugin can connect to Console.
Prisma Cloud supports the latest release and the previous two releases (n, n-1, and n-2).

There are some exceptions to this policy as we roll out this new capability.
For Defenders:
e 21.08 supports n and n-1 (21.04) only.

e Starting with the next release (Joule), there will be full support for n, n-1, and n-2.
For twistcli and the Jenkins plugin:

e 21.08 supports itself (n) only.
¢ |n the next release (Joule), Console will support n and n-1.
¢ |n release after Joule (Kepler), Console will support n, n-1, n-2.

For example, if Console runs version 21.12, it will support Defenders, twistcli, and the Jenkins
plugin running either version 21.08 or 21.04:

Release v21.04 Release 21.12

21.08

within the support lifecycle)

21.04 21.12

Release v21.08
(within the support lifecycle)

Defender’s connection status on the Defender management page indicates how it interoperates
with Console. Defenders that match Console’s version show the status of Connected. Defenders
still supported, but running a previous version, show the connected status with a message that
upgrade is available (but not mandatory).
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efenders

ted in Console. Install Defender on each host you want Prisma Cloud to defend.  Advanced settings

? 4 total entries E
Version Cluster Type Listener type Status
e-p... 21.12.200 Container Defender - Linux None ° Connected for 66 days
... 21.08.100 maya-kube-2 Daemon Set on Linux MNone ° Connected for 40 days (Upgrade avaialble)
dc.. 21.04.105 maya-kube-2 Daemon Set on Linux None © Connected for 40 days (Upsrade avaialble)

Twistcli and the Jenkins plugin function as normal, with an indictor that an upgrade is available
shown in the scan reports in the Console web Ul.

End of support

Once a version is no longer supported, any Defenders based on that version must be upgraded
(mandatory). For example, if Console runs 22.04, it will support Defenders running either 21.12 or
21.08, but will no longer support Defenders running on 21.04.

Release v22.04 Release 21.12
Not supported) (within the support lifecycle)

21.08

04 21.12

Release v21.08 Relez
(within the support lifecycle)
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ofenders

ted in Console. Install Defender on each host you want Prisma Cloud to defend.

AC..

AC..

AC..

Version

22.04.300

21.12.200

21.08.100

21.04.105

Defenders which are no longer within the support lifecycle will not be able to connect to the
Console. That state will be reflected on the Defender management page, with a status of

Disconnected and an associated message that upgrade is required:

Cluster

maya-kube-2
maya-kube-2

maya-kube-2

Type

Container Defender - Linux

D:aemon Set on Linux

D:aemon Set on Linux

D:aemon Set on Linux

Advanced settings

?

4 total entries

Listener type

MNone

MNone

MNone

MNone

Status

@ Connected for 40 days

° Connected for 40 days (Upgrade avaialble)
° Connected for 40 days (Upgrade avaialble)

':._-1-' Disconnected for 1 min (Upgrade required)

Versions of twistcli and Jenkins plugin outside of the support lifecycle fail open. Their requests to
Console will be refused, but builds will pass. Console returns a status of 400 Bad Request, which
indicates an error due to the fact that the plugin version is no longer supported.
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Prisma Cloud’s backward compatibility and upgrade
process
Edit on GitHub

Prisma Cloud console is backward compatible up to two major releases back (including all minor
versions) with the following:

o All types of Defenders.

e Twistcli/Jenkins plugin.

When projects are used, the exact same version is required for master Console and tenant
Consoles.

Upgrade and notifications

You can upgrade Prisma Cloud without losing any of your data or configurations. First, upgrade
Console. Then, upgrade any of the Defenders that have reached end of their support lifecycle.

You can upgrade from up to two release back directly to the current major version.

Console notifies you when new versions of Prisma Cloud are available. Notifications are displayed
in the top right corner of the dashboard.

Containers  Learning Vulnerabilities
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@ Deployed Defender:

o Container Defenc
o Host Defenders

o Serverless Defen

ig Number of incidents
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When you upgrade Console, the old Console container is completely replaced with a new

container. Because Prisma Cloud stores state information outside of the container, all your rules

and settings are immediately available to the upgraded Prisma Cloud containers.

Prisma Cloud state information is stored in a database in the location specified by
DATA_FOLDER, which is defined in twistlock.cfg. By default, the database is located in /var/lib/
twistlock.

Overview of the upgrade process

First, upgrade Console. Then, upgrade any of the Defenders that have reached the end of the
support lifecycle. Because the release images for Console and Defender are built from the
UBI8-minimal base image, the upgrade is a full container image upgrade and the old container is
replaced with a new container. Finally, upgrade all other Prisma Cloud components, such as the
Jenkins plugin.
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The steps in the upgrade process are:

1. Upgrade Console.

2. Go to Manage > Defenders > Manage, filter the the Status column by Upgrade Required, and
upgrade all the listed Defenders.

3. Validate that all deployed Defenders have been upgraded.

4. To download the latest version of all other Prisma Cloud Compute components (such as the
Jenkins plugin), either go to Manage > System > Utilities to download the latest versions or
retrieve them using the API.

Version numbers of installed components

The currently installed version of Console is displayed in the bell menu.

= =y

23

The versions of your deployed Defenders are listed under Manage > Defenders > Manage:
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fenders

ies created in Console. A Defender is installed on each host Prisma Cloud protects.  Advanced Settings

Y Collections

Version Type Listener Type Roles Status

20.03.140 Container Defender - Linux None [/ Connected for 1 hour

Upgrading Console when using projects

When you have one or more tenant projects, upgrade all Supervisor Consoles before upgrading
the Central Console. During the upgrade process, there may be periods where the supervisors
appear disconnected. This is normal, because supervisors are disconnected while the upgrade
occurs and Central Console will try to reestablish connectivity every 10 minutes. Within 10
minutes of upgrading all supervisors and the Central Console, all supervisors should appear
healthy.

Except during the upgrade process, the Central Console and all Supervisor Consoles must
E . S e
run the same product version. Having different product versions is not supported and may
lead to instability and connectivity problems.

Upgrade each Supervisor and then the Central Console using the appropriate procedure:
e Console - Onebox

e Console - Kubernetes

e Console - Open Shift

e Console - Helm

e Console - Amazon ECS

Prisma Cloud Compute Edition Administrator’s Guide 22.06 225 ©2023 Palo Alto Networks, Inc.
(EoL)



Upgrade

Upgrade Onebox

Edit on GitHub

Upgrade Prisma Cloud Onebox. First upgrade Console. Console will then automatically upgrade all
deployed Defenders for you.

If Console fails to upgrade one or more Defenders, manually upgrade your Defenders.

You must manually upgrade App-Embedded Defenders.

Upgrading Console

To upgrade Console, rerun the install script for the latest version of Prisma Cloud. Use this
method for any Console that was originally installed with the twistlock.sh script.

STEP 1| Download the latest recommended release.

STEP 2| Unpack the downloaded tarball.

Optional: you may wish to unpack the tarball to a different folder than any previous tarballs.

$ mkdir twistlock <VERSION>
$ tar -xzf prisma cloud compute edition <VERSION>.tar.gz -C
twistlock <VERSION>/

The setup package contains updated versions of twistlock.sh and twistlock.cfg.
STEP 3| Check the version of Prisma Cloud that will be installed:

$ grep DOCKER TWISTLOCK TAG twistlock.cfg

STEP 4| Upgrade Prisma Cloud while retaining your current data and configs by using the -j option.
The -j option merges your current configuration with any new configuration settings in the
new version of the software.

You must use the same install target in your upgrade as your original installation. There are
two install targets: onebox and console, where onebox installs both Console and Defender onto
a host and console just installs Console.

To upgrade your onebox install, run:
$ sudo ./twistlock.sh -syj onebox
To upgrade your console install, run:

$ sudo ./twistlock.sh -syj console

STEP 5| Go to Manage > Defenders > Manage and validate that Console has upgraded your
Defenders.
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Kubernetes
Edit on GitHub

Upgrading Prisma Cloud running in your Kubernetes cluster requires the following steps.

1. Upgrade the Prisma Cloud Console. Only required for the Prisma Cloud Compute Edition (self-
hosted).

2. Upgrade your Defenders deployed in your cluster.

Upgrading Console

Since Prisma Cloud objects can be specified with configuration files, we recommend declarative
object management for both install and upgrade.

You should have kept good notes when initially installing Prisma Cloud. The configuration options
set in twistlock.cfg and the parameters passed to twistcli in the initial install are used to generate
working configurations for the upgrade.

Prerequisites: You know how you initially installed Prisma Cloud, including all options set in
twistcli.cfg and parameters passed to twistcli.

STEP 1| Download the latest recommended release to the host where you manage your cluster with
kubectl.

STEP 2| If you customized twistlock.cfg, port those changes forward to twistlock.cfg in the latest
release. Otherwise, proceed to the next step.

STEP 3| Generate new YAML configuration file for the latest version of Prisma Cloud. Pass the
same options to twistcli as you did in the original install. The following example command
generates a YAML configuration file for the default basic install.

$ <PLATFORM>/twistcli console export kubernetes --service-type
LoadBalancer

STEP 4| Update the Prisma Cloud objects.

$ kubectl apply -f twistlock console.yaml

STEP 5| Go to Manage > Defenders > Manage and validate that Console has upgraded your
Defenders.
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OpenShift

Edit on GitHub
Upgrade Prisma Cloud running in your OpenShift cluster.
First upgrade Console. Console will then automatically upgrade all deployed Defenders for you.

If you've disabled Defender auto-upgrade or if Console fails to upgrade one or more Defenders,
manually upgrade your Defenders.

You must manaully upgrade App-Embedded Defenders.

Upgrading Console

STEP 1| Download the latest recommended release to the host where you manage your cluster with
oc.

STEP 2| If you customized twistlock.cfg, port those changes forward to twistlock.cfg in the latest
release. Otherwise, proceed to the next step.

STEP 3| (Optional) If you're storing Twistlock images in the cluster’s internal registry, pull the latest
images from Twistlock’s cloud registry and push them there. >>>>>>> master:upgrade/
upgrade_openshift.adoc Otherwise, proceed to the next step.

1. Pull the latest Prisma Cloud images using URL auth.

$ sudo docker pull registry-auth.twistlock.com/
tw_<ACCESS_TOKEN>/twistlock/defender:defender <VERSION>
$ sudo docker pull registry-auth.twistlock.com/

tw <ACCESS TOKEN>/twistlock/console:console <VERSION>

2. Retag the images so that they can be pushed to your

$ sudo docker tag \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/

defender:defender <VERSION> \
docker-registry.default.svc:5000/twistlock/

private:defender <VERSION>

$ sudo docker tag \
registry-auth.twistlock.com/tw <ACCESS TOKEN>/twistlock/

console:console <VERSION> \
docker-registry.default.svc:5000/twistlock/

private:console <VERSION>

3. Push the Prisma Cloud images to your cluster’s internal registry.

$ sudo docker push docker-registry.default.svc:5000/twistlock/
private:defender <VERSION>

$ sudo docker push docker-registry.default.svc:5000/twistlock/
private:console <VERSION>
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STEP 4| Generate new YAML configuration file for the latest version of Twistlock. Pass the same
options to twistcli as you did in the original install. The following example command
generates a YAML configuration file for the default basic install.

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \
--service-type "ClusterIP"

If you want to pull the image from the internal registry:

$ <PLATFORM>/twistcli console export openshift \
--persistent-volume-labels "app-volume=twistlock-console" \
--image-name "docker-registry.default.svc:5000/twistlock/
private:console <VERSION>" \
--service-type "ClusterIP"

For other command variations, see the OpenShift 4 deployment guide.
STEP 5| Update the Twistlock objects.

$ oc apply -f twistlock console.yaml

STEP 6| Go to Manage > Defenders > Manage and validate that Console has upgraded your
Defenders.
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Helm charts
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If you installed Prisma Cloud into your Kubernetes or OpenShift cluster with Helm charts, you can
upgrade with the helm upgrade command.

First upgrade Console. Console will then automatically upgrade all deployed Defenders for you.

If you've disabled Defender auto-upgrade or if Console fails to upgrade one or more Defenders,
manually upgrade your Defenders.

You must manually upgrade App-Embedded Defenders.

Upgrading Console
Generate an updated Helm chart for Console, and then upgrade to it.

STEP 1| Download the latest recommended release.
STEP 2| Create an updated Console Helm chart.

$ <PLATFORM>/twistcli console export kubernetes \
--service-type LoadBalancer \
--helm

STEP 3| Install the updated chart.

$ helm upgrade twistlock-console \
--namespace twistlock \
--recreate-pods \
./twistlock-console-helm.tar.gz

STEP 4| Go to Manage > Defenders > Manage and validate that Console has upgraded your
Defenders.
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Amazon ECS
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Upgrade Prisma Cloud running on Amazon ECS.
First upgrade Console. Then, upgrade your Defenders.

When you upgrade Defenders, for any unsuccessful upgrades you can review the error messages
in Manage > Defenders > Manage . And, if you've created an alert for Defender health events,
you also receive a notification to the configured alert provider.

Upgrade Console

To upgrade Console, update the service with a new task definition that points to the latest image.

This procedure assumes you're using images from Prisma Cloud'’s registry. If you're using your
own private registry, push the latest Console image there first.

Copy the Prisma Cloud config file into place

STEP 1| Download the latest recommended release to your local machine.

$ wget <LINK TO CURRENT RECOMMENDED RELEASE LINK>

STEP 2| Unpack the Prisma Cloud release tarball.

$ mkdir twistlock
$ tar xvzf twistlock <VERSION>.tar.gz -C twistlock/

STEP 3| Upload the twistlock.cfg files to the host that runs Console.

$ scp twistlock.cfg <ECS INFRA NODE>:/twistlock console/var/lib/
twistlock-config

Create a new revision of the task definition
Create a new revision of the task definition.

STEP 1| Loginto the Amazon ECS console.
STEP 2| In the left menu, click Task Definitions.

STEP 3| Check the box for the Prisma Cloud Console task definition, and click Create new revision.
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STEP 4| Scroll to the bottom of the page and click Configure via JSON.
1. Update the image field to point to the latest Console image.

For example, if you were upgrading from Prisma Cloud version 2.4.88 to 2.4.95, simply
change the version string in the image tag.

"image": "registry-auth.twistlock.com/tw <accesstoken>/
twistlock/console:console 2 4 95"

2. Click Save.

STEP 5| Click Create.
Update the Console service

Update the Console service.
STEP 1| In the left menu of the Amazon ECS console, click Clusters.
STEP 2| Click on your cluster.
STEP 3| Select the Services tab.
STEP 4| Check the box next the Console service, and click Update.

STEP 5| In Task Definition, select the version of the task definition that points to the latest Console
image.

STEP 6| Validate that Cluster, Service name, and Number of tasks are correct. These values are set
based on the values for the currently running task, so the defaults should be correct. The
number of tasks must be 1.

STEP 7| Set Minimum healthy percent to O.

This lets ECS safely stop the single Console container so that it can start an updated Console
container.

STEP 8| Set Maximum percent to 100.

STEP 9| Click Next.

STEP 10 | In the Configure network page, accept the defaults, and click Next.
STEP 11 | In the Set Auto Scaling page, accept the defaults, and click Next.

STEP 12 | Click Update Service.

It takes a few moments for the old Console service to be stopped, and for the new service to
be started. Open Console, and validate that the Ul shows new version number in the bottom
left corner.

STEP 13 | Go to Manage > Defenders > Manage and validate that Console has upgraded your
Defenders.

If Console fails to upgrade any Defender, upgrade it manually.
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Upgrade the Single Container Defenders
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The Console user interface lets you upgrade all Defenders in a single shot. This method minimizes
the effort required to upgrade all your deployed Defenders.

Alternatively, you can select which Defenders to upgrade. Use this method when you have
different maintenance windows for different deployments. For example, you might have an
open window on Tuesday to upgrade thirty Defenders in your development environment, but no
available window until Saturday to upgrade the remaining twenty Defenders in your production
environment. In order to give you sufficient time to upgrade your environment, older versions of
Defender can coexist with the latest version of Defender and the latest version of Console.

Prerequisites: You have already upgraded Console.

STEP 1| Open Console.

STEP 2| On the left menu bar, go to Manage > Defender > Manage and click Defenders to see a list
of all your deployed stand-alone Container Defenders.

STEP 3| Upgrade your stand-alone Defenders. You can either:

e Upgrade all Defenders at the same time by clicking Upgrade all.

e Upgrade a subset of your Defenders by clicking the individual Actions > Upgrade button in
the row that corresponds to the Defender you want to upgrade.

The Restart and Decommission buttons are not available for DaemonSet
Defenders. They are only available for stand-alone Defenders.
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Upgrade Defender DaemonSets
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Upgrade the Defender DaemonSets in your environment.

Upgrade the Defender DaemonSets with twistcli (Kubernetes)

Delete the Defender DaemonSet, then rerun the original install procedure.

Prerequisites: You know all the parameters passed to twistcli when you initially deployed
the Defender DaemonSet. You'll need them to recreate a working configuration file for your
environment.

STEP 1| Delete the Defender DaemonSet.

$ kubectl -n twistlock delete ds twistlock-defender-ds
$ kubectl -n twistlock delete sa twistlock-service
$ kubectl -n twistlock delete secret twistlock-secrets

STEP 2| Determine the Console service’s external IP address.

$ kubectl get service -0 wide -n twistlock

STEP 3| Generate a defender.yaml file. Pass the same options to twistcli as you did in the original
install. The following example command generates a YAML configuration file for the default
install.

The following command connects to Console’s API (specified in --address) as user <ADMIN>
(specified in --user), and retrieves a Defender DaemonSet YAML config file according to the
configuration options passed to twistcli. In this command, there is just a single mandatory
configuration option. The --cluster_address option specifies the address Defender uses to
connect to Console, and the value is encoded in the DaemonSet YAML file.

$ <PLATFORM>/twistcli defender export kubernetes \
--address https://yourconsole.example.com:8083 \

--user <ADMIN USER> \
--cluster-address twistlock-console

e <PLATFORM> can be linux or osx.
e <ADMIN_USER> is the name of an admin user.

STEP 4| Deploy the Defender DaemonSet.

$ kubectl create -f defender.yaml

STEP 5| Open a browser, navigate to Console, then go to Manage > Defenders > Manage to see a list
of deployed Defenders.
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Upgrade the Defender DaemonSets with twistcli (OpenShift)

Delete the Defender DaemonSet, then rerun the original install procedure.

Prerequisites: You know all the parameters passed to twistcli when you initially deployed
the Defender DaemonSet. You'll need them to recreate a working configuration file for your
environment.

STEP 1| Delete the Defender DaemonSet.

$ oc -n twistlock delete ds twistlock-defender-ds
$ oc -n twistlock delete sa twistlock-service
$ oc -n twistlock delete secret twistlock-secrets

STEP 2| Determine the Console service’s external IP address.

$ oc get service -0 wide -n twistlock

STEP 3| Generate a defender.yaml file. Pass the same options to twistcli as you did in the original
install. The following example command generates a YAML configuration file for the default
install.

The following command connects to Console’s API (specified in --address) as user <ADMIN>
(specified in --user), and retrieves a Defender DaemonSet YAML config file according to the
configuration options passed to twistcli. In this command, there is just a single mandatory
configuration option. The --cluster_address option specifies the address Defender uses to
connect to Console, and the value is encoded in the DaemonSet YAML file.

$ <PLATFORM>/twistcli defender export openshift \
--address https://yourconsole.example.com:8083 \
--user <ADMIN USER> \
--cluster-address twistlock-console \
--selinux-enabled

e <PLATFORM> can be linux or osx.
e <ADMIN_USER> is the name of an admin user.

STEP 4| Deploy the Defender DaemonSet.

$ oc create -f defender.yaml

STEP 5| Open a browser, navigate to Console, then go to Manage > Defenders > Manage to see a list
of deployed Defenders.

Upgrade the Defender DaemonSets from Console
Upgrade the Defender DaemonSets directly from the Console UL.

If you can't access your cluster with kubectl or oc, then you can upgrade Defender DaemonSets
directly from the Console UI.

Prerequisites: You've created a kubeconfig credential for your cluster so that Prisma Cloud can
access it to upgrade the Defender DaemonSet.
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STEP 1| Loginto Prisma Cloud Console.
STEP 2| Go to Manage > Defenders > Manage.
STEP 3| Click DaemonSets.

STEP 4| For each cluster in the table, click Actions > Upgrade.

The table shows a count of deployed Defenders and their new version number.
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Upgrade Defender DaemonSets (Helm)
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Generate an updated Helm chart for the Defender DaemonSet, and then upgrade to it.

STEP 1| Create an updated Defender DaemonSet Helm chart.

$ <PLATFORM>/twistcli defender export kubernetes \

--address https://yourconsole.example.com:8083 \
--user <ADMIN USER> \

--cluster-address twistlock-console \
--helm

STEP 2| Install the updated chart.

$ helm upgrade twistlock-defender-ds \
--namespace twistlock \
--recreate-pods

./twistlock-console-helm.tar.gz
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Technology overviews
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This section describes how key Prisma Cloud components work.

Intelligence Stream

Prisma Cloud Advanced Threat Protection
App-specific network intelligence
Container Runtimes

Radar

Serverless Radar

Prisma Cloud Rules Guide - Docker
Defender architecture

Host Defender architecture

TLS v1.2 cipher suites

Telemetry
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Intelligence Stream

Edit on GitHub

The Prisma Cloud Intelligence Stream (IS) is a real-time feed that contains vulnerability data and
threat intelligence from a variety of certified upstream sources. Prisma Cloud continuously pulls
data from known vulnerability databases, official vendor feeds and commercial providers to
provide the most accurate vulnerability detection results.

The console automatically connects to the intelligence server and downloads updates without any
special configuration required. The IS is updated several times per day, and consoles continuously
check for updates.

You can update Console vulnerability and threat data even if it runs in an offline environment. For
more information, see Update Intelligence Stream in offline environments.

In addition to the information collected from official feeds, Prisma Cloud feeds are enriched with
vulnerability data curated by a dedicated research team. Our security researchers monitor cloud
and open source projects to identify security issues through automated and manual means. As a
result, Prisma Cloud can detect new vulnerabilities that were only recently disclosed, and even
vulnerabilities that were quietly patched.
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Prisma Cloud Advanced Threat Protection
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Prisma Cloud Advanced Threat Protection (ATP) is a collection of malware signatures and IP
reputation lists aggregated from commercial threat feeds, open source threat feeds, and Prisma
Cloud Labs. It is delivered to your installation via the Prisma Cloud Intelligence Stream.

The data in ATP is used by Prisma Cloud's runtime defense system to detect suspicious activities,
such as a container communicating with a botnet herder or Tor entry node. You can augment ATP
by importing custom malware data and importing IP reputation lists. ATP is the combination of
both the Prisma Cloud-provided data set and your own custom data set.

The following hypothetical scenario illustrates how ATP protects your cloud workloads:

1. An attacker exploits a vulnerability in an app running in a container.
2. The attacker attempts to download malware into a workload from a distribution point.

3. Based on the ATP feed, Prisma Cloud runtime defense detects both the connection to the
malware server and the write of the malicious file to the workload file system.

4. Alerts/prevention is applied based on the runtime configuration.

Enabling ATP

ATP is enabled in the default rules that ship with the product, with the effect set to alert. You
can impose more stringent control by setting effect to prevent or block. Runtime defense for

file systems lets you actively stop (block) any container that tries to download malware. To
disable ATP, create or modify a runtime rule, select the General tab, and set Enable Prisma Cloud
Advanced Threat Protection to Off. When ATP is disabled, container interaction with malicious
files or IP endpoints does not trigger a runtime event.

Serverless ATP

In Serverless, Prisma Cloud Advanced Threat Protection (ATP) has a slightly different
functionality. It's a collection of paths (researched by Prisma Cloud Labs) that define which file
system and process activity is allowed within the function. Activities that do not match these
paths will raise a security audit. When enabled, it creates an automatic hardening for the function
in runtime, without the need to manually configure the runtime policy.

Serverless ATP is enabled by default when creating a new runtime rule. It’s effect is similiar to
the effects configured under the Processes/File System tabs. To disable ATP, create or modify a
runtime rule, select the General tab, and set Prisma Cloud advanced threat protection to Off.
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App-specific network intelligence
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Prisma Cloud can learn about the settings for your apps from their configuration files, and use
this knowledge to detect runtime anomalies. No special configuration is required to enable this
feature.

In addition to identifying ports that are exposed via the EXPOSE directive in a Dockerfile,

or the -p argument passed to docker run, Prisma Cloud can identify port settings from an

app’s configuration file. This enables Prisma Cloud to detect, for example, if the app has been
commandeered to listen on an unexpected port, or if a malicious process has managed to listen on
the app’s port to steal data.

Consider the following scenario:

1. You create an Apache image. The default port for httpd, specified in /etc/apache2/
apache2.conf, is 80. In your Dockerfile, you use EXPOSE to bind port 80 in the container to port
80 on the host.

2. A user runs your Apache image with the -P option, mapping port 80 in the container to a
random ephemeral port on the host.

3. The running container is compromised. An attacker kills the Apache process, spawns a new
process that listens on that port, and harvests data from other containers on the same subnet.

4. Prisma Cloud detects the runtime anomaly, and either alerts you or blocks the container.

Prisma Cloud protects your containers by combining static analysis of the image with runtime
analysis of the container. The Prisma Cloud Intelligence Stream delivers app-specific knowledge
so that Defender can inspect an image and:

¢ |dentify processes that the container will execute.
e Correlate the processes with their configuration files.

e Parse the configuration files to extract information such as port assignments.

Runtime analysis completes the picture. Some information can only be determined at runtime.
For example, MongoDB might be deployed to a container without a configuration file. At runtime,
MongoDB is launched with the --port parameter, dynamically specifying the port it will listen on.
Static analysis tells us that MongoDB is part of the container image, but in this case, only dynamic
analysis tells us which port it listens on.

Additional apps will be added periodically, and your installation will be automatically updated via
the Prisma Cloud Intelligence Stream.

Supported Apps

Prisma Cloud Intelligence Stream currently delivers app-specific knowledge for:

Apache

Elasticsearch
HAProxy
Kibana
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MariaDB
MongoDB
MySQL
Nginx
PostgreSQL
RabbitMQ
Redis
Tomcat
WordPress
BusyBox

If you would like to see coverage for a specific app, open a support ticket and make a request.
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Container Runtimes
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Docker Engine is a general purpose container runtime. Docker can run containers from images,
but it can also build images from Dockerfiles. Docker supports multiple different environmens and
orchestrators, including Kubernetes.

Container Runtime Interface (CRI) is a plugin interface that lets Kubernetes use a wide variety of
container runtimes, including Docker Engine. The interface implements only the features needed
to run containers from images. Its goal is to be as simple as possible to complete its given task.
Since its range of capabilities is tightly scoped, it can be more easily secured.

Docker - CRI-containerd

Kubelet = Daocker shim . Docker = containerD container

CRI-O

. container
Kubelet 4 CRI shim : — _
runume ™ container
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Radar

Containers

Inerabilities

Edit on GitHub

Radar is the primary interface for monitoring and understanding your environment. It is the
default view when you first log into Console. It is designed to let you visualize and navigate
through all of Prisma Cloud’s data. For example, you can visualize connectivity between
microservices, then instantly drill into the per-layer vulnerability analysis tool, assess compliance,

and investigate incidents, all without leaving the Radar canvas.

¢ & o ¢ o o

istio-system

sock-shop

kube-system

®

.

e o

twistlock

Radar makes it easy to conceptualize the architecture and connectivity of large environments,
identify risks, and zoom in on incidents that require response. Radar provides a visual depiction of
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inter- and intra-network connections between containers, apps, and cluster services across your
environment. It shows the ports associated with each connection, the direction of traffic flow, and
internet accessibility. When Cloud Native Network Firewall is enabled, Prisma Cloud automatically
generates the mesh shown in Radar based on what it has learned about your environment.

Radar’s principal pivot is the container view and host view. In the container view, each image
with running containers is depicted as a node in the graph. In the host view, each host machine is
depicted as a node in the graph. Clicking on a node pops up an overlay that shows vulnerability,
compliance, and runtime issues.

Radar refreshes its view every 24 hours. The Refresh button has a red marker when new data is
available to be displayed. In order to get full visibility into your environment, Defender should be
installed on every host in your environment.

Cluster pivot

Radar segments your environment by cluster. The main view lists all clusters in your environment.
You can view information about each cluster such as its cloud provider, number of namespaces,
and number of hosts in the cluster. Clicking a card open the image pivot, which shows you all the
namespaces and containers in the cluster.
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t of clusters

pect a specific cluster
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@ Radars
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® Defend

B Monitor

© Manage

istio-system

& gal-kube2 Mon-Cluster Containers
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sock-shop

@

default

Defenders report which resources belong to which cluster. For managed clusters, Prisma Cloud
automatically retrieves the name from the cloud provider. As a fallback, Prisma Cloud can retrieve
the name from your kubeconfig file. Finally, you can manually specify the cluster name.

The cluster pivot is currently supported for Kubernetes, OpenShift, and ECS clusters only. All
other running containers in your environment are collected in the Non-Cluster Containers view.
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Image pivot

Radar lays out nodes on the canvas to promote easy analysis of your containerized apps.
Interconnected nodes are laid out so network traffic flows from left to right. Traffic sources are
weighted to the left, while destinations are weighted to the right. Single, unconnected nodes are
arranged in rows at the bottom of the canvas.

Nodes are color-coded based on the highest severity vulnerability or compliance issue they
contain, and reflect the currently defined vulnerability and compliance policies. Color coding lets
you quickly spot trouble areas in your deployment.

e Dark Red —High risk. One or more critical severity vulnerabilities detected.
e Red—High severity vulnerabilities detected.
e Orange —Medium vulnerabilities detected.

e Green— Denotes no vulnerabilities detected.

< CP:27075 .”
S

P = -

. \

! \ -

' 1 B

c_ggso?é;console_18_11 1

< _206 /s
j/' twistlock-console %
p) m-exporter:0.6.0
$ pvc-a81403f5-edb0-11e8-bb51-42010af0008d-ctrl-svc

defender.defender_18

(% m-exporter:0.6.0

Image openebs/m-exporter:0.6.0 Service IP 10111169.244 OS distro Alpine Linux v3.6
Namespace twistlock Image ID 3bac0e4407dc189c Host demo-node-keith-lab-twistlock-
Service pvc-a81403f5-edb0-11e8-bb51-4 Label pvc-a81403f5-edb0-11e8-bb51-4 om

2010af0008d-ctrl-svc 2010af0008d-ctrl-55f9749f5 Service Account default

Runtime events Vulnerabilities Compliance
@ Processes o Critical risk o Critical risk
© Network 1 High risk 1 High risk
© File System © Medium risk © Medium risk
© System Calls € Low risk © Low risk
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The numeral encased by the circle indicates the number of containers represented by the node.

For example, a single Kubernetes DNS node may represent five services. The color of the circle
specifies the state of the container’s runtime model. A blue circle means the container’s model
is still in learning mode. A black circle means the container’s model is activated. A globe symbol

indicates that a container can access the Internet.

Connections between running containers are depicted as arrows in Radar. Click on an arrow to
get more information about the direction of the connection and the port.

1

@' prometheus:latest cloud-discovery:latest
private:defender_18_11
103
&
!
v:
K
31
&
017 [0€
e ubuntu:latest
KR AR
1 Py

private:console_18_11_
103

Connected entities info

Allowed monitored 8084
ports

| & . private:defender_18_11_103

|

. & . private:console_18_11_103

The initial zoomed out view gives you a bird’s-eye view of your deployments. Deployments
are grouped by namespace. A red pool around a namespace indicates an incident occurred in a

resource associated with that namespace.
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e
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sock-shop

demo-app test-app

Zooming in provides more detail about each running container. Click on an individual pod to drill
down into its vulnerability report, compliance report, and runtime anomalies.
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Host pivot

Radar shows the hosts in your environment, how they communicate with each other over the
network, and their security posture.

Each node in the host pivot represents a host machine. The mesh shows host-to-host
communication.

The color of a node represents the most severe issue detected.

e Dark Red —High risk. One or more critical severity issues detected.
e Red—High severity issues detected.

e Orange —Medium issues detected.

e Green—No issues detected.

When you click on an node, an overlay shows a summary of all information Prisma Cloud knows
about the host. Use the links to drill down into scan reports, audits, and other data.
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ip-172-31-55-106.ec2.internal

@ ip-172-31-55-106.ec2.internal

Hostname ip-172-31-55-106.ec2inte..  Vulnerabilities Compliance Runtime audits CNAF audits

OS distribution Ubuntu 18.04.4 LTS O N EEiE O No events

OS Release bionic 17 high
Forensics
Modified Jul 14, 2020 1:21:26 PM

Risk Summary

€5 medium
Eriframmmat: Docker Version 19.03.12 low
Provider aws
Type linux

Region us-east-1

Network

Hosts

Cloud pivot

You can't secure what you don’t know about. Prisma Cloud cloud discovery finds all cloud-native
services deployed in AWS, Azure, and Google Cloud. Cloud Radar helps you visualize what you've
deployed across different cloud providers and accounts using a map interface. The map tells you
what services are running in which data centers, which services are protected by Prisma Cloud,
and their security posture.

Clicking on a marker on the map shows more details about the services deployed in the account/
region. Both registries and serverless functions can be secured directly from the info pop-up by
clicking Protect.
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® Type a filter Search by region na

\l) v

' N. Virginia

irginia 0% Protection coverage

eral Info Top unprotected services 4 total services Compliance
aws
us-east-1 Service Protected Unprotected Protection Coverage Protect
AWS test
102
6 Registry

For full AWS compliance datz

Lambda 0 79 0% @

0 13 0% ©
ECS 0 0%
0

0%

Filtering and search lets you narrow your focus to the data of interest. For example, filters can
narrow your view to just the serverless functions in your Azure development team accounts.

By default, there's no data in Cloud Radar.

To populate Cloud Radar, configure cloud discovery scans.
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Service account monitoring

Kubernetes has a rich RBAC model based around the notion of service and cluster roles. This
model is fundamental to the secure operation of the entire cluster because these roles control
access to resources and services within namespaces and across the cluster. While these service
accounts can be manually inspected with kubectl, it's difficult to visualize and understand their
scope at scale.

Radar provides a discovery and monitoring tool for service accounts. Every service account
associated with a resource in a cluster can easily be inspected. For each account, Prisma Cloud
shows detailed metadata describing the resources it has access to and the level of access it has to
each of them. This visualization makes it easy for security staff to understand role configuration,
assess the level of access provided to each service account, and mitigate risks associated with
overly broad permissions.

Clicking on a node opens an overlay, and reveals the service accounts associated with the
resource.

inx-ingress-controller:0.20.0

quay.io/kubernetes-ingress-cont Service ingress-nginx Label nginx-ingress-controller-5d6879 Service Account nginx-ingres
roller/nginx-ingress-controller:0. Service IP 10.109.216.21 ffd4
20.0 Image ID a3f21ec4bd119e7e OS distro Debian GNU/Linux buster/sid

space ingress-nginx Host demo-keith-lab-twistlock-com

ime events Vulnerabilities Compliance Outbound Destinations

ocesses o Critical risk o Critical risk = 104.91166.192
atwork 1 High risk 0 High risk

e System €D Medium risk © Medium risk

stem Calls © Low risk © Low risk

Clicking on the service accounts lists the service roles and cluster roles.
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Service roles: nginx-ingress-role

Namespace ingress-nginx

Labels app.kubernetes.io/name = ingress-nginx
app.kubernetes.io/part-of = ingress-nginx

Service account nginx-ingress-serviceaccount

Role binding nginx-ingress-role-nisa-binding

Search

Resource = Verbs APl Group
configmaps get core
configmaps get, update core
ingress-controller-leader-nginx

configmaps create core
endpoints get core
namespaces get core

pods get core
secrets get core

Service account monitoring is available for Kubernetes and OpenShift clusters. When you install
the Defender DaemonSet, enable the 'Monitor service accounts' option.

Istio monitoring

When Defender DaemonSets are deployed with Istio monitoring enabled, Prisma Cloud can
discover the service mesh and show you the connections for each service. Services integrated
with Istio display the Istio logo.
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istio-testing

Istio monitoring is available for Kubernetes and OpenShift clusters. When you install the
Defender DaemonSet, enable the 'Monitor Istio' option.

WAAS connectivity monitor

WAAS connectivity monitor monitors the connection between WAAS and the protected

application.
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WAAS connectivity monitor aggregates data on pages served by WAAS and the application
responses.

In addition, it provides easy access to WAAS related errors registered in the Defender logs
(Defenders sends logs to the Console every hour).

The monitor tab becomes available when you click on an image or host protected by WAAS.

acmeshop-front-end:
latest

ont-end:latest

connectivity monitor 20 WAAS statistics

pdated 3/31/22 2:07 PM © Incoming requests

gation start time  3/31/22 2:00 PM o Forwarded requests

AAS errors (0 Errors o Blocked requests

all rules

€ Parsing errors

o Inspection limit exceeded

e Last updated - Most recent time when WAAS monitoring data was sent from the Defenders
to the Console (Defender logs are sent to the Console on an hourly basis). By clicking on the
refresh button users can initiate sending of newer data.

e Aggregation start time - Time when data aggregation began. By clicking on the reset button
users can reset all counters.

e WAAS errors - To view recent errors related to a monitored image or host, click the View
recent errors link.
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o WAAS statistics:

Incoming requests - Count of HTTP requests inspected by WAAS since the start of
aggregation.

Forwarded requests - Count of HTTP requests forwarded by WAAS to the protected
application.

Interstitial pages served - Count of interstitial pages served by WAAS (interstitial pages are
served once Prisma Sessions Cookies are enabled).

reCAPTCHA:s served - Count of reCAPTCHA challenges served by WAAS (when enabled as
part of bot protection).

Blocked requests - Count of HTTP requests blocked by WAAS since the start of aggregation.

Inspection limit exceeded - Count of HTTP requests since the start of aggregation, in which
the body content length exceeded the inspection limit set in the advanced settings.

Parsing errors - Count of HTTP requests since the start of aggregation, where WAAS
encountered an error when trying to parse the message body according to the Content-Type
HTTP request header.

e Application statistics

Count of server responses returned from the protected application to WAAS grouped by
HTTP response code prefix

Count of timeouts (a timeout is counted when a request is forwarded by WAAS to the
protected application with no response received within the set timeout period).

Existing WAAS and application statistics counts will be lost once users reset the
aggregation start time. Reset will not affect WAAS errors and will not cause recent errors
to be lost.

For further details on WAAS deployment, monitoring and troubleshooting please refer to
the WAAS deployment page
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Serverless Radar
Edit on GitHub

Serverless Radar helps you to visualize and inspect the attack surface of the serverless functions
in your environment. Although Prisma Cloud supports multiple serverless environments, currently
serverless radar supports AWS Lambda only.

Serverless functions use different interconnect patterns than containers. Serverless apps are
highly decomposed and interact with services using cloud provider-specific gateways, rather
than directly with each other or through service meshes. Security teams can have difficulty
conceptualizing these interactions, identifying which functions interface with which high value
assets, and pinpointing unaccpetable exposure.

Even though cloud providers secure the underlying infrastructure that enables Functions as a
Service (including isolating functions from each other), it’s still easy to deploy functions with
vulnerabilities, insecure configurations, and overly permissive roles. The underlying platform might
be secure, but sensitive data can still be lost when an insecure function with read access to an S3
bucket is compromised.

Prisma Cloud offers a serverless-specific view in Radar. Serverless Radar uses a three panel view
to show the invocation methods for each function, the services they use, and the permissions
granted to access those services.

Layout

Serverless Radar shows you how functions interface with other services in their environment.

Functions (Lambda)

_paulko-test$L...

The left-most column shows how functions are invoked. This is known as the trigger or event
source. Triggers publish events, and Lambda functions are the custom code that process those
events.

The middle column shows all the functions in your environment. Functions are colored maroon,
red, orange, yellow, or green to let you quickly assess their security posture. By default, functions
are colored by their most severe vulnerabilities, but you can view functions by highest severity
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compliance issue or runtime events. For vulnerability results, you must configure Prisma Cloud to
scan your functions. For runtime issues, you must embed Serverless Defender into your functions.

The right-most column shows the services with which each function interfaces. Drilling into the
function data reveals the permissions each function has been granted to access those services.

Lines connect triggers to functions to services, letting security teams to visualize the entire
connectivity flow and access rights. Clicking on individual functions highlights their interconnects
in the radar, and opens a pop-up that lets you drill into the details.

Exploring the data

Prisma Cloud finds, scans, and displays the $LATEST version and all published versions of your
functions. Clicking a node in Serverless Radar lets you inspect a function’s configuration and
explore all the security-related data that Prisma Cloud has indexed about it.

For example, clicking on the or-test2:$LATEST function opens a popup with summary findings.
This particular function has two high risk compliance issues. Clicking on the compliance link takes
you to a list of compliance issues for the function.
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Triggers (AWS) Functions (Lambda) Services (AWS)

paukotestSl..  paulko-lesid:$..  cemo-python:fl.. michaelvejave..  liza:SLATEST

world-no..  helloweridno..  orbugbesh2  paulko-testz§..  GregoryHelloPy

CloudFront o 1AM

5 DynamoDB

£ Clougwaich Events

12:SLATEST ¥ CloudWatch Logs
yme . Or-1est2:

# account

5 amplify

CloudWatch Logs

b s3

» Data Pipeline

2
O&; Elastic Load Balancing || » Lambda
iza3 SLATES

¥ Resource Groups

# SES

or-test2:$LATEST

eral info Triggers Permissions Runtime events  Vulnerabilities

Yep e CloudWatch Events Account O No events O No risks
name: or-event  schedule expression: rate(2 hours) Amplify
on us-east-1
Application Auto Scaling
ime python3.6 CloudWatch Events AppStream
CloudTrail
CloudWatch
CloudWatch Logs

Show more >

name: or-event2 description: a new event event source: aws.s3

Show more >

Compliance issue 437 indicates overly permissive access to one or more services. Expanding the
issue reveals the reason why this compliance issue was raised, with a list of non-compliant service
access configurations. One of the misconfigured access policy is for S3.

Id Type Severity Description
437 @ high Overly permissive service access Hide details
Full description Function has permission to all actions of one or more services.
Cause 6 overly permissive services, including: AppStream, CloudWatch Logs, DAX, DynamoDB, S3
439 @ high Suspicious function actions Show details
438 medium Broad resource access Show details
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Returning to the first pop-up window, and clicking into the S3 service, you can see that all the
actions for the function’s execution role are tightly scoped, except for the last one. It allows all
actions on all resources, and could easily be an erroneous configuration overlooked when it was
pushed into production.

Resources
Allow: arn:aws:s3:::* Allow: arn:aws:s3:::*/AWSLogs/*/Config/*
Allow: *

Allow: *

Allow: * Allow: arn:aws:logs:*:*:log-group:* Allow: arn:aws:s3::*/*

Deny: arn:aws:s3:::a Deny: arniaws:s3:::b

Allow: *

Icons and colors

Nodes are color coded based on the highest severity vulnerability or compliance issue they
contain, and reflect the currently defined vulnerability and compliance policies. Color coding lets
you quickly spot trouble areas in your deployment. Use the drop-down list at the top of the view
to choose how you want nodes colored.

e Maroon--High risk. One or more critical severity issues detected.

dani-bugbash:$...

Red-- High severity issues detected.

liza:$LATEST

Orange -- Medium severity issues detected.

aeb-test-func:1

Yellow — Low severity issues detected.

Green -- Denotes no issues detected.

or-test:6
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e Gray— Prisma Cloud hasn't been configured to scan this function for vulnerability and
compliance issues.

hello-world-no...

To configure Prisma Cloud to scan the function, click on the node, and then click Protect in the
pop-up.

hello-world-n odej5;$ LATEST @ This function isn't being scanned for vulnerabilities and compliance

eneral info Permissions Runtime events

Application Auto Scaling @ Noevents
CloudWatch

CloudWatch Logs

nodejs8.10 Data Pipeline

DAX

DynamoDB

EC2

Show more >

aws

eu-central-1

e Alias annotation — AWS lets you create aliases to manage the process of promoting new
function versions into production. They're conceptually similar to symbolic links in the UNIX
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file system. Prisma Cloud uses a marker to indicate that an alias points to a specific version of a
function.

()

paveln-test:2

Clicking on the node reveals the aliases that point to the function.

:

paveln-test:2 hello-waorld-no... paveln-test-al... paveln-test:$L... pavcln—func2:$...__‘___ﬂ_i =

DynamoDB |

Elastic Load Balancing

liza3:$LATEST

paveln-test:2

>neral info | Aliases Triggers Permissions Vulnerabilities

SHIFT DynamoDB CloudWatch Logs @ Norisks

. table: pavel-test-table  batch size: 100 DynamoDB
yvider aws
Show more >

gion us-east-2 S3 (Alias Trigger)

) bucket: paveltestbuck  events: s3:ObjectCreated:*
time python3.6

Notes

There can be a discrepancy between what the AWS Lambda designer shows your function can do
and its effective permissions when |IAM permission boundaries are considered.

For example, if a role is set with permission boundary for DynamoDB, then even though the
function’s execution role has permission to access DynamoDB, it still might be blocked by the
permission boundary. The function designer in AWS's console shows that the function has
permission to DyanmoDB, but it might not be accurate.
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R & paulko-test3

g Layers (0)
AP| Gateway (2) Amazon CloudWatch Logs
Add triggers from the list on the left gp Amazon DynamoDB

Resources that the function's role has access to appear h

Setting up Serverless Radar

Serverless Radar uses the AWS APIs to discover and inspect the functions in your environment.
Create an IAM user or role for Prisma Cloud, provide the credentials to Console, and then
enable Serverless Radar. With this basic setup, Prisma Cloud will show the triggers, services, and
permissions for each function.

Prerequisites:

¢ Prisma Cloud needs an AWS service account to scan your serverless functions. In AWS, you've
created an IAM user or role with the following permission policy:

{
"Version": "2012-10-17",
"Statement": [

"Sid": "PrismaCloudComputeServerlessRadar",
"Effect": "Allow",
"Action": [

"apigateway:GET",
"cloudfront:ListDistributions",
"cloudwatch:GetMetricData",
"cloudwatch:DescribeAlarms",
"elasticloadbalancing:DescribelListeners",
"elasticloadbalancing:DescribeRules",
"elasticloadbalancing:DescribeTargetGroups",

"elasticloadbalancing:DescribelListenerCertificates”,
"events:ListRules",
"iam:GetPolicy",
“"iam:GetPolicyVersion",
"iam:GetRole",
"iam:GetRolePolicy",
"iam:ListAttachedRolePolicies",
"iam:ListRolePolicies",
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"lambda:GetFunction",
"lambda:GetPolicy",
"lambda:ListAliases",
“"lambda:ListEventSourceMappings"”,
"lambda:ListFunctions",
"logs:DescribeSubscriptionFilters",
"s3:GetBucketNotification",
"kms:Decrypt"

1,

"Resource": "*"

}
STEP 1| Open Console.
STEP 2| Go to Defend > Compliance > Cloud Platforms.
STEP 3| Click Add account, and configure an AWS account.
STEP 4| Select the checkbox for the credential.
STEP 5| Click Add.

STEP 6| For the account just added, select the Serverless Radar checkbox.

Compliance Serverless Radar Account Provider Role

v AWS ian_test 8. AWS

STEP 7| Click the yellow save button.

After Prisma Cloud finishes scanning your environment, you should see your functions in
Serverless Radar.

What's next?

To see vulnerability and compliance information in Serverless Radar, configure Prisma Cloud to
scan the contents of each function.
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Prisma Cloud Rules Guide - Docker

Edit on GitHub

This article provides a list of all rules and their intended behavior in Prisma Cloud Console Ul. The
purpose of this article is to help users better understand the intention of each rule in the Console
and it's corresponding effect on the host environment.

Running Docker commands through Defender

To access Docker daemon through Defender, you must explicitly specify Defender’s host and
port. For example:

$ docker -H <DEFENDER HOST ADDRESS>:9998 run alpine

It is possible to make the management traffic between the Docker client and the Docker daemon
flow through Defender by default via two environment variables. Those can be configured on

a remote machine that accesses Docker daemon on some host (such as dev laptop), or the host
itself for users who do not have root privileges (which should be the majority of users).

$ export DOCKER HOST=tcp://<defender host address>:9998

$ export DOCKER TLS VERIFY=1

Once set, default calls to Docker flow through Defender (e.g., docker ps, docker run alpine).
Throughout this guide however, in this guide, we have followed the default command without
setting environment variables.

About this reference environment

This guide is designed as a reference document for all access rule policies enlisted in Prisma Cloud
Console and their intended affect on host environment. These commands are run from a Docker
client to a Prisma Cloud Defender using the access control feature. Access control rules can be
configured at Defend > Access > Docker.

We have organized this document using the same structure as the Prisma Cloud product Ul, which
follows the structure in the Docker Remote APl documentation. Note that there may be minor
differences in the structure as the Docker Remote API evolves; this document is currently aligned
with the documentation for APl v 1.24 and will be updated periodically with new releases.

For understanding purposes all rules are set to deny and their corresponding influence on
host environment is recorded.

Defend access rules

Navigate to Defend > Access > Docker.
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Containers

For more information about the Docker API for containers, see https://docs.docker.com/engine/
api/v1.30/#tag/Container.

container_list - List containers
Affects docker ps command on host which is used to list all running containers.

Command:
docker -H 10.0.0.1:9998 --tlsverify ps
Response:

[Prisma Cloud] The command container list denied for user admin by
rule Deny

container_create - Create a container
Affects docker create command used to create a new container.

Command:
docker -H 10.0.0.1:9998 --tlsverify create morello/docker-whale
Response:

[Prisma Cloud] The command container create denied for user admin by
rule Deny

container_inspect - Inspect a container
Affects docker inspect command used for returning information about the container.

Command:
docker -H 10.0.0.1 --tlsverify inspect ubuntu bash2
Response:

[Prisma Cloud] The command container inspect denied for user admin by
rule inspect

container_top - List processes running inside a container
Affects docker top command used to display the running processes of a container

Command:

docker -H 10.0.0.1:9998 --tlsverify top ubuntu bash
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Response:

[Prisma Cloud] The command container top denied for user admin by
rule Deny

container_logs - Get container logs

Affects docker logs command used for returning logs from the container present at the time of
execution.

Command:
docker -H 10.0.0.1 --tlsverify logs ubuntu bash2
Response:

[Prisma Cloud] The command container logs denied for user admin by
rule logs

container_changes - Inspect changes on a container’s filesystem
Affect docker commit command and restricts any changes to the container.

Command:

docker -H 10.0.0.1 --tlsverify commit --change "ENV DEBUG true"
cc2d57988b aqsa/testimage:version3

Response:

[Prisma Cloud] The command container commit denied for user admin by
rule commit

container_export - Export a container
Affects docker export command that exports a container’s filesystem as a tar archive

Command:

docker -H 10.0.0.1:9998 --tlsverify export twistlock console -o
saved.tar

Response:

[Prisma Cloud] The command container export denied for user admin by
rule export

container_stats - Get container stats based on resource usage
Affects docker stats command on host which returns live data stream for running containers.

Command:

docker -H 10.0.0.1 --tlsverify stats silly stallman
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Response:

[Prisma Cloud] The command container stats denied for user admin by
rule status

container_resize - Resize a container

Affects docker logs command used for returning logs from the container present at the time of
execution. This related to the size of the window of how output is returned from the container. It
iscalled TTY.

Command:

Response:

container_start - Start a container
Affects docker start command used to start one or more stopped containers

Command:
docker -H 10.0.0.1:9998 --tlsverify start ubuntu bash
Response:

[Prisma Cloud] The command container start denied for user admin by
rule Deny all

container_stop - Stop a container
Affects docker stop command used to stop running container

Command:
docker -H 10.0.0.1:9998 --tlsverify stop ubuntu bash
Response:

[Prisma Cloud] The command container stop denied for user admin by
rule Deny

container_restart - Restart a container
Affects docker restart command on host, used to restart a container.

Command:
docker -H 10.0.0.1:9998 --tlsverify restart ubuntu bash
Response:

[Prisma Cloud] The command container restart denied for user admin by
rule Deny
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container_kill - Kill a container
Affects docker kill command used to kill a running container.

Command:
docker -H 10.0.0.1:9998 --tlsverify kill ubuntu bash
Response:

[Prisma Cloud] The command container kill denied for user admin by
rule Deny

container_rename - Rename a container
Affects docker rename command on host that is used to rename a container.

Command:

docker -H 10.0.0.1:9998 --tlsverify rename ubuntu bash unbuntu
Response:

[Prisma Cloud] The command container rename denied for user admin by

rule Deny
Error: failed to rename container named ubuntu bash

container_pause - Pause a container

Affects docker pause command on host which is used to pause all processes within one or more
containers.

Command:
docker -H 10.0.0.1 --tlsverify pause focused cori
Response:

[Prisma Cloud] The command container pause denied for user admin by
rule Deny

container_unpause - Unpause a container

Affects docker unpause command on host which is used to un-suspend all processes in a
container.

Command:
docker -H 10.0.0.1 --tlsverify unpause silly stallman
Response:

[Prisma Cloud] The command container unpause denied for user admin by
rule unpause
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container_attach - Attach to a container
Affects docker attach command on host where defender is deployed.

Command:
docker -H 10.0.0.1 --tlsverify attach mycontainer
Response:

[Prisma Cloud] The command container attach denied for user admin by
rule attach persistent connection closed

container_attachws - Attach to a container (websocket)

Affects docker attach command on host where defender is deployed. Attach to the container id
via websocket. Implements websocket protocol handshake according to RFC 6455

Command:
docker -H 10.0.0.1 --tlsverify attach mycontainer
Response:

[Prisma Cloud] The command container attach denied for user admin by
rule attach persistent connection closed

container_wait - Wait a container
Affects docker wait command used to block until a container stops, then print its exit code.

Command:
docker -H 10.0.0.1:9998 --tlsverify wait ubuntu bash
Response:

[Prisma Cloud] The command container wait denied for user admin by
rule Deny

container_delete - Remove a container
Affects docker rm command used for deleting a container.

Command:
docker -H 10.0.0.1:9998 --tlsverify rm <container>
Response:

[Prisma Cloud] The command container delete denied for user admin by
rule delete
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container_archive - Gets an archive of filesystem resource in a container
Get a tar archive of a resource in the filesystem of container id. Affects docker cp command

Command:
docker -H 10.0.0.1:9998 --tlsverify cp <container> > latest.tar
Response:

[Prisma Cloud] The command container copy denied for user admin by
rule delete

container_extract - Extract an archive of files or folders to a directory in a container

Affects docker export command. Uploads a tar archive to be extracted to a path in the filesystem
of container id

Command:
docker -H 10.0.0.1:9998 --tlsverify cp <container> > latest.tar
Response:

[Prisma Cloud] The command container exec start denied for user admin
by rule exec

Images

For more information about the Docker API for images, see https://docs.docker.com/engine/api/
v1.30/#tag/Image.

image_list - List images
Affects docker images command used to list all images

Command:
docker -H 10.0.0.1:9998 --tlsverify images
Response:

[Prisma Cloud] The command image list denied for user admin by rule
Deny

image_build - Build image from a Dockerfile
Affects docker build command that is used to build an image from a Dockerfile.

Command:

docker -H 172.18.0.1:9998 --tlsverify build -t agsa/testimage:v2
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Response:

[Prisma Cloud] The command image build denied for user admin by rule
Default - deny all

image_create - Create an image
Affects docker pull command which is used to pull an image

Command:
docker -H 10.0.0.1:9998 --tlsverify pull ubuntu:latest
Response:

[Prisma Cloud] The command image create denied for user admin by rule
Deny

image_inspect - Inspect an image
Description
Affects docker inspect command used for returning information about the container.

Command:
docker -H 10.0.0.1:9998 --tlsverify inspect 28e7d49f8e6d
Response:

[Prisma Cloud] The command image inspect denied for user admin by
rule images

image_history - Get the history of an image
Affects docker history <image> command.

Command:
docker -H 172.18.0.1:9998 --tlsverify history twistlock
Response:

[Prisma Cloud] The command image history denied for user admin by
rule Default - deny all

image_push - Push an image on the registry
Affects command docker push for pushing an image to repository

Command:

docker -H 10.0.0.1:9998 --tlsverify push ubuntu:latest
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Response:

[Prisma Cloud] The command image push denied for user admin by rule
Deny

image_tag - Tag an image into a repository
Affects docker tag command used to tag an image in the repository

Command:
docker -H 10.0.0.1:9998 --tlsverify tag ubuntu:latest aqgsa:tag

Response:

[Prisma Cloud] The command image tag denied for user admin by rule
Deny

image_delete - Remove an image
Affects docker rmi command used to delete an image

Command:
docker -H 10.0.0.1:9998 --tlsverify rmi aqsa/testimage:version3
Response:

[Prisma Cloud] The command image delete denied for user admin by rule
Deny

images_search - Search images
Affects docker search command which gives a list of available images matching the search item.

Command:
docker -H 10.0.0.1:9998 --tlsverify search twistlock

Response:

[Prisma Cloud] The command images search denied for user admin by
rule deny

MISC

Misc other docker commands.

docker_check_auth - Check auth configuration

Validates credentials for a registry and get identity token, if available, for accessing the registry
without password. Affects docker login on the host.
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Command:
docker -H 172.18.0.1:9998 --tlsverify login
Response:

[Prisma Cloud] The command docker info denied for user admin by rule
Default - deny all

docker_info - Display system-wide information
Affects docker info command used to display system-wide information

Command:
docker -H 10.0.0.1:9998 --tlsverify info
Response:

[Prisma Cloud] The command docker info denied for user admin by rule
Deny

docker_version - Show the docker version information
Affects docker version command on host which is used to find docker version.

Command:
docker -H 10.0.0.1 --tlsverify version
Response:

[Prisma Cloud] The command docker version denied for user admin by
rule version

docker_ping - Ping the docker server

The goal of this api is to ping the Docker server and make sure it is up and running.

Command:

It is intended to be called by an external monitoring system. It does not have a direct docker CLI
command.

container_commit - Create a new image from a container’s changes

Affects docker commit command used for committing container’s file changes etc into a new
image.

Command:

docker -H 10.0.0.1 --tlsverify commit --change "ENV DEBUG true"
cc2d57988b aqsa/testimage:version3
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Response:

[Prisma Cloud] The command container commit denied for user admin by
rule commit

docker_events - Monitor docker’s events
Affects docker events command on host which is used to return real time events from the server.

Command:
docker -H 10.0.0.1 --tlsverify events

Response:

[Prisma Cloud] The command docker events denied for user admin by
rule events

images_archive - Get a tarball containing all images
Affects docker save command to save images to a tar archive

Command:

docker -H 172.17.0.1:9998 --tlsverify save $(docker images -q) -0
home/agsa/mydockersimages.tar

Response:

[Prisma Cloud] The command images archive denied for user admin by
rule Default - deny all

images_load - Load a tarball with a set of images and tags into docker
Affects docker load command to load an image from a tar archive or STDIN

Command:

docker -H 172.17.0.1:9998 --tlsverify load -i /home/aqsa/
twistlock 1 6 81.tar.gz

Response: [Prisma Cloud] The command images_load denied for user admin by rule Default - deny
all

container_exec_create - Exec Create

Affects docker_exec command to create any new container.

Command:

docker -H 10.0.0.1 --tlsverify exec -d ubuntu bash2 touch /tmp/
execWorks
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Response:

[Prisma Cloud] The command container exec start denied for user admin
by rule exec

container_exec_start - Exec Start
Affects docker exec command used for running a command in a running container.

Command:

docker -H 10.0.0.1 --tlsverify exec -d ubuntu bash2 touch /tmp/
execWorks

Response:

[Prisma Cloud] The command container exec start denied for user admin
by rule exec

container_exec_inspect - Exec Inspect
Affects docker exec command used for running a command in a running container.

Command:

docker -H 10.0.0.1 --tlsverify exec -d ubuntu bash2 touch /tmp/
execWorks

Response:

[Prisma Cloud] The command container exec start denied for user admin
by rule exec

container_archive_head

Command:
docker -H 10.0.0.1 --tlsverify unpause silly stallman
Response:

[Prisma Cloud] The command container unpause denied for user admin by
rule unpause

container_copyfiles

Affects docker cp command used to copy files from and to containers and local file system on
host.

Command:

docker -H 10.0.0.1 --tlsverify cp file mycontainer:~

Prisma Cloud Compute Edition Administrator’s Guide 22.06 278 ©2023 Palo Alto Networks, Inc.
(EoL)



Technology overviews

Response:

[Prisma Cloud] The command container copyfiles denied for user admin
by rule unpause

Volumes

For more information about the Docker API for volumes, see https://docs.docker.com/engine/
api/v1.30/#tag/Volume.

volume_list - List volumes
Affects docker volume Is command to list all volumes

Command:

docker -H 10.0.0.1:9998 --tlsverify volume 1s

Response:

[Prisma Cloud] The command volume list denied for user admin by rule
Deny

volume_create - Create a volume
Affects docker volume create command to create a volume

Command:
docker -H 10.0.0.1:9998 --tlsverify volume create
Response:

[Prisma Cloud] The command volume create denied for user admin by
rule Deny

volume_inspect - Inspect a volume
Affects docker volume inspect command to display detailed information on one or more volumes

Command:
docker -H 10.0.0.1:9998 --tlsverify volume inspect flc7
Response:

[Prisma Cloud] The command volume inspect denied for user admin by
rule Deny

volume_remove - Remove a volume

Affects docker volume rm command to remove one or more volumes
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Command:
docker -H 10.0.0.1:9998 --tlsverify volume rm f671
Response:

[Prisma Cloud] The command volume remove denied for user admin by
rule Deny

Networks

For information about the Docker API for networks, see https://docs.docker.com/engine/api/
v1.30/#tag/Network.

network_list - list networks
Affects docker network Is to list networks

Command:
docker -H 172.17.0.1:9998 --tlsverify network 1ls

Response:

[Prisma Cloud] The command network list denied for user admin by rule
Default - deny all

network_inspect - Inspect network
Affects docker network inspect to display detailed information on one or more networks

Command:

docker -H 172.17.0.1:9998 --tlsverify network inspect 82blc

Response:

[Prisma Cloud] The command network inspect denied for user admin by
rule Default - deny all

network_create - Create a network
Affects docker network create to create a network

Command:

docker -H 172.17.0.1:9998 --tlsverify network create new-network

Response:

[Prisma Cloud] The command network create denied for user admin by
rule Default - deny all
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network_connect - Connect a container to a network
Affects docker network connect to connect a container to a network

Command:

docker -H 172.17.0.1:9998 --tlsverify network connect new-network
containerl

Response:

[Prisma Cloud] The command network connect denied for user admin by
rule Default - deny all

network_disconnect - Disconnect a container from a network
Affects docker network disconnect to disconnect a container from a network

Command:

docker -H 172.17.0.1:9998 --tlsverify network disconnect new-network
containerl

Response:

[Prisma Cloud] The command network disconnect denied for user admin
by rule Default - deny all

network_remove - Remove a network
Affects docker network rm to remove one or more networks

Command:
docker -H 172.17.0.1:9998 --tlsverify network rm new-network
Response:

[Prisma Cloud] The command network remove denied for user admin by
rule Default - deny all
Secrets
Secrets are added in Prisma Cloud 2.0 in accordance with Docker Engine APl v1.26.
For more information about the Docker API for secrets, see https://docs.docker.com/engine/api/
v1.30/#tag/Secret.
secret_list - List secrets
Affects docker secret Is command used to list secrets.

Command:

docker -H 10.0.0.1:9998 --tlsverify secret 1s
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Response:

[Prisma Cloud] The command secret ls denied for user admin by rule
Default - deny all

secret_create - Create secrets
Affects docker secret create command used to create secrets.

Command:

docker -H 10.0.0.1:9998 --tlsverify secret create my-secret ./
agsa.json

Response:

[Prisma Cloud] The command secret create denied for user admin by
rule Default - deny all

secret_inspect - Inspect secrets
Affects docker secret inspect command used to inspect secrets.

Command:
docker -H 10.0.0.1:9998 --tlsverify secret inspect <id>
Response:

[Prisma Cloud] The command secret inspect denied for user admin by
rule Default - deny all

secret_remove - Delete secrets
Affects docker secret rm command used to remove one or more secrets.

Command:
docker -H 10.0.0.1:9998 --tlsverify secret rm agsa.json
Response:

[Prisma Cloud] The command secret rm denied for user admin by rule
Default - deny all

secret_update - Update a secret
Affects POST /secrets/{id}/update command used to remove one or more secrets.
Command:

Response:
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Defender architecture
Edit on GitHub

Customers often ask how Prisma Cloud Defender really works under the covers. Prisma Cloud
leverages Docker’s ability to grant advanced kernel capabilities to enable Defender to protect
your whole stack, while being completely containerized and utilizing a least privilege security
design.

Defender design

Because we've built Prisma Cloud expressly for cloud native stacks, the architecture of our agent
(what we call Defender) is quite different. Rather than having to install a kernel module, or modify
the host OS at all, Defender instead runs as a Docker container and takes only those specific
system privileges required for it to perform its job. It does not run as --privileged and instead
takes the specific system capabilities of net_admin, sys_admin, sys_ptrace, mknod, and setfcap
that it needs to run in the host namespace and interact with both it and other containers running
on the system. You can see this clearly by inspecting the Defender container:

# docker inspect twistlock defender <VERSION> | grep -e CapAdd -A 7 -
e Priv
"CapAdd": [
"NET_ADMIN",
"SYS ADMIN",
"SYS PTRACE",
"MKNOD",
"SETFCAP"
1,

"Privileged": false,

This architecture allows Defender to have a near real time view of the activity occurring at the
kernel level. Because we also have detailed knowledge of the operations of each container, we
can correlate the kernel data with the container data to get a comprehensive view of process,
file system, network, and system call activity from the kernel and all the containers running on it.
This access also allows us to take preventative actions like stopping compromised containers and
blocking anomalous processes and file system writes.

Critically, though, Defender runs as a user mode process. If Defender were to fail (and if that were
to happen, it would be restarted immediately), there would be no impact on the containers on

the host, nor the host kernel itself. Additionally, we can and do apply cgroups to set hard limits

on CPU and memory consumption, guaranteeing it will be a ‘good neighbor’ on the host and not
interfere with host performance or stability.

In the event of a communications failure with Console, Defender continues running and enforcing
the active policy that was last pushed by the management point. Events that would be pushed
back to Console are cached locally until it is once again reachable.

Why not a kernel module?

Given the broad range of security protection Prisma Cloud provides, not just for containers,
but also for the hosts they run on, you might assume that we use a kernel module - with all the
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associated baggage that goes along with that. However, that’s not actually how Prisma Cloud
works.

Kernel modules are compiled software components that can be inserted into the kernel at runtime
and typically provide enhanced capabilities for low level functionality like process scheduling or
file monitoring. Because they run as part of the kernel, these components are very powerful and
privileged. This allows them to perform a wide range of functions but also greatly increases the
operational and security risks on a given system. The kernel itself is extensively tested across
broad use cases, while these modules are often created by individual companies with far fewer
resources and far more narrow test coverage.

Because kernel modules have unrestricted system access, a security flaw in them is a system wide
exposure. A single unchecked buffer or other error in such a low level component can lead to

the complete compromise of an otherwise well designed and hardened system. Further, kernel
modules can introduce significant stability risks to a system. Again, because of their wide access, a
poorly performing kernel module that's frequently called can drag down performance of the entire
host, consume excessive resources, and lead to kernel panics. For these reasons, many modern
operating systems designed for cloud native apps, like Google Container-Optimized OS, explicitly
prevent the usage of kernel modules.

Defender-Console communication

By default, Defender connects to Console with a websocket on TCP port 8084. This port number
can be customized to meet the needs of your environment. All traffic between Defender and
Console is TLS encrypted.

Defender has no privileged access to Console or the underlying host where Console is installed.
By design, Console and Defender don't trust each other and Defender mutual certificate-

based authentication is required to connect. For more information about the Console-Defender
communication certificates, see the certificates article. Pre-auth, connections are blocked. Post-
auth, Defender’s capabilities are limited to getting policies from Console and sending event data
to Console.

If Defender were to be compromised, the risk would be local to the system where it is deployed,
the privilege it has on the local system, and the possibility of it sending garbage data to Console.
Console communication channels are separated, with no ability to jump channels.

Defender has no ability to interact with Console beyond the websocket. Both Console’s APl and
web interfaces, served on port 8083 (HTTPS), require authentication over a different channel
with different credentials (e.g. username and password, access key, and so on), none of which
Defender holds.

Blocking rules

Defender is responsible for enforcing vulnerability and compliance blocking rules. When a
blocking rule is created, Defender moves the original runC binary to a new path and inserts a
Prisma Cloud runC shim binary in its place.

When a command to create a container is issued, it propagates down the layers of the container
orchestration stack, eventually terminating at runC. Regardless of your environment (Docker,
Kubernetes, or OpenShift, etc) and underlying CRI provider, runC does the actual work of
instantiating a container.
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Docker client kubelet
Docker Engine
cri-plugin
containerd .
containerd

containerd-shim

Twistlock shim

Twistlock shim

create create
runC runC
container container

When starting a container in a Prisma Cloud-protected environment:

1. The Prisma Cloud runC shim binary intercepts calls to the runC binary.

2. The shim binary calls the Defender container to determine whether the new container should
be created based on the installed policy.

e |f Defender replies affirmatively, the shim calls the original runC binary to create the
container, and then exits.

o |f Defender replies negatively, the shim terminates the request.

e |f Defender does not reply within 60 seconds, the shim calls the original runC binary to
create the container and then exits.
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The last step guarantees that Defender always fails open, which is important for the resiliency of
your environment. Even if the Defender process terminates, becomes unresponsive, or cannot be
restarted, a failed Defender will not hinder deployments or the normal operation of a node.

Firewalls

Defender enforces WAF policies (WAAS), and monitors and enforces layer 4 traffic (CNNS). In
both cases, Defender creates iptables rules on the host so it can observe network traffic. For more
information, see CNNS architecture and WAAS architecture.
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Host Defender architecture
Edit on GitHub

Because we've built Prisma Cloud expressly for cloud native stacks, the architecture of our agent
(what we call Defender) is quite different. Rather than having to install a kernel module, or modify
the host OS at all, Defender instead runs as a systemd or system module (not a kernel module) in
user space, intercepting every syscall interaction and file changes, and actively blocking or alerting
according to the rules defined in Console.

Host Defender Architecture Diagram
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TLS v1.2 cipher suites
Edit on GitHub

Prisma Cloud Compute uses the Go programming language cryptographic libraries to protect all
network communications via the Transport Layer Security (TLS) v1.2 protocol.

Prisma Cloud Compute Self-Hosted

The User Interface (Ul) and API access is protected using server side TLS v1.2 authentication. The
cipher suites offered by the Console adhere to NIST SP800-52r2 guidance.

e TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384

e TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA

e TLS_RSA_WITH_AES_256_GCM_SHA384

e TLS_RSA_WITH_AES_256_CBC_SHA

e TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384
e TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA

The Console enforces HTTP Strict Transport Security (HSTS).

Validating Console’s Ul and API TLS cipher suites
Use nmap to confirm the cipher suites supported by the Console.

STEP 1| Install nmap

STEP 2| Call the Console’s UI/API endpoint (default TCP port 8083) to enumerate the ciphers suites
supported by the Console.

$ nmap -sV --script ssl-enum-ciphers -p 8083 172.17.0.2
The following is an abbreviated return from the nmap command:

Starting Nmap 7.60 ( https://nmap.org ) at 2022-02-16 21:32 UTC
Nmap scan report for 172.17.0.2
Host is up (0.000046s latency).

PORT STATE SERVICE VERSION
8083/tcp open ssl/us-srv?
| fingerprint-strings:

| ssl-enum-ciphers:

|  TLSv1.2:

| ciphers:

| TLS ECDHE_RSA WITH AES 256 GCM SHA384 (secp256rl) - A
| TLS ECDHE RSA WITH AES 256 CBC SHA (secp256rl) - A

| TLS RSA WITH AES 256 GCM SHA384 (rsa 2048) - A
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| TLS RSA WITH AES 256 CBC SHA (rsa 2048) - A
| compressors:

| NULL

| cipher preference: server

|  least strength: A

Console to Defender communication

The Console and Defenders communication using a mutual TLS v1.2 web-socket session (default
TCP 8084). The allowed cypher suites used for this communication adhere to NIST SP800-52r2
guidance.

e TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384
e TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA

e TLS_RSA_WITH_AES_256_GCM_SHA384

e TLS_RSA_WITH_AES_256_CBC_SHA

The certificate/keys used for the Console to Defender mutual TLS v1.2 web socket session are
generated during the Console’s initiation process. The reason for this is to ensure the Console is
only communicating with the Defenders it has deployed and the Defenders only communicate
with its controlling Console.

Validating Console to Defender communication
Use nmap to confirm the cipher suites supported by the Console.

STEP 1| Install nmap

STEP 2| Call the Console’'s Defender communications endpoint (default TCP port 8084) to enumerate
the ciphers suites supported by the Console for Defender communications.

$ nmap -sV --script ssl-enum-ciphers -p 8084 172.17.0.2
Following is a return from the nmap command

Starting Nmap 7.60 ( https://nmap.org ) at 2022-02-16 22:30 UTC
Nmap scan report for 172.17.0.2
Host is up (0.000048s latency).

PORT STATE SERVICE VERSION
8084/tcp open ssl/unknown
ssl-enum-ciphers:
TLSv1.2:
ciphers:
TLS ECDHE RSA WITH AES 256 GCM SHA384 (secp256rl) - A
TLS ECDHE RSA WITH AES 256 CBC SHA (secp256rl) - A
TLS RSA WITH AES 256 GCM SHA384 (rsa 2048) - A
TLS RSA WITH AES 256 CBC SHA (rsa 2048) - A
compressors:
NULL
cipher preference: server
least strength: A
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Prisma Cloud Compute Enterprise (Saa$)

The Compute Console runs within a Google Cloud Platform’s Google Kubernetes Engine (GKE).
The GKE Console containers are fronted by GCP Load Balancers that have been configured to
use the Modern pre-configured profile. The Modern profile supports a wide set of SSL features,
allowing modern clients to negotiate SSL.

Validating Console’s Ul and API TLS cipher suites (SaaS)

Use nmap to confirm the cipher suites supported by the Console.

STEP 1| |Install nmap

STEP 2| Call the Console’s UI/API endpoint (default TCP port 443) to enumerate the ciphers suites
supported by the Console. The Console’s URL can be found within the Compute Module's
Manage > System > Utilities > Path to Console.

$ nmap -sV --script ssl-enum-ciphers -p 443 us-
westl.cloud.twistlock.com

The following is an abbreviated return from the nmap command:

Starting Nmap 7.70 ( https://nmap.org ) at 2022-02-28 22:44 UTC
Nmap scan report for us-westl.cloud.twistlock.com (34.82.51.12)
Host is up (0.073s latency).

PORT STATE SERVICE VERSION

443/tcp open ssl/http nginx 1.17.10

_http-server-header: nginx/1.17.10

ssl-enum-ciphers:
TLSv1.2:
ciphers:

TLS ECDHE RSA WITH AES 256 GCM SHA384 (ecdh x25519) - A
TLS ECDHE RSA WITH CHACHA20 POLY1305 SHA256 (ecdh x25519) -

TLS ECDHE RSA WITH AES 128 GCM SHA256 (ecdh x25519) - A
compressors:
NULL
cipher preference: server
least strength: A

Console to Defender communication (SaaS)

The SaaS Console and Defender communication uses the same TCP port (i.e. 443) and cipher
suites as the UI/API endpoint.

Credential store’s secrets storage

Local username/password accounts within a local database table using HMAC256. This is in
compliance with NIST SP800-107r1. Currently, there are seven approved hash algorithms
specified in FIPS 180-4: SHA-1, SHA-224, SHA-256, SHA-384 SHA-512, SHA-512/224 and
SHA-512/256.
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Industrial guidance

NIST SP800-52r2

NIST Special Pulication 800-52r2 provides guidance to the selection and configuration of TLS
protocol implementations while making effective use of Federal Information Processing Standards
(FIPS) and NIST-recommended cryptographic algorithms. Prisma Cloud Compute’s cipher suites
adhere to SP800-52r2 guidance.

NIST SP800-52r2 approved suites Compute cipher suites
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA38ALS_ECDHE_RSA_WITH_AES_256_GCM_SHA384

TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA | TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA

TLS_RSA_WITH_AES_256_GCM_SHA384 TLS_RSA_WITH_AES_256_GCM_SHA384

TLS_RSA_WITH_AES_256_CBC_SHA TLS_RSA_WITH_AES_256_CBC_SHA

TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHAB84ECDHE_ECDSA_WITH_AES_256_GCM_SHA384

TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHATLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA

NSA approved

The NSA’s Commercial National Security Algorithm Suite provides cryptographic guidance

for replacement of Suite B algorithms prior to the availability of quantum resistant algorithms.
"For those customers who are looking for mitigations to perform while the new algorithm suite
is developed and implemented into products, there are several things they can do." These
recommendations have been implemented within Prisma Cloud’s cryptographic settings.

Function NSA recommendation | Compute cipher Guidance

Key establishment RSA - 3072 key TLS_ECDHE_RSA_WITHGARS £26616CM_SHA384
ECDHE - Curve TLS_ECDHE_RSA_WITHAES 256cCBC_SHA
P-384 TLS_RSA_WITH_AES_25& Gt SEABS4y

TLS_RSA_WITH_AES_25&2€BC GhbAole TLS
TLS_ECDHE_ECDSA_WITHAESP256dGCINM._SHA384
TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA

Symmetric block AES 256 TLS_ECDHE_RSA_WITHAARES 1256 GEM_SHA384
cipher used for TLS_ECDHE_RSA_WITHeAESc2 5be QHS_SHA
information TLS_RSA_WITH_AES_2540GCAD IS¢ ABSh
protection TLS_RSA_WITH_AES_256CCB&n8IRC modes

TLS_ECDHE_ECDSA_W@Hrd séppo2ishl. GCM_SHA384
TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA
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Telemetry
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To drive product improvements, Prisma Cloud captures anonymous data about how our product is
used. By default, telemetry is enabled.

No information that is collected can be used to uniquely identify you or your deployment.
Telemetry can be disabled any time.

We never collect IP addresses, host names, user names, container labels, or image tags.

Our telemetry is designed to help us understand how customers use our product at an aggregate
level. For example, we detect which features are enabled, the number of containers and images in
an environment, and so on.

The legal terms governing telemetry can be found in the Prisma Cloud License Agreement. The
Prisma Cloud License Agreement is included with the installation package.

Disabl